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ABSTRACT
One thing that has frequently been overlooked in
studies of how a local government responds to its
citizens is the text itself. When a petitioner drafts a
post, they can pick up words and choose how the
demand or question is conveyed. Thus, how a post
is composed may also influence local government
responsiveness. In this study, we investigated
whether a delayed response is due to the way the
message is drafted or the actual content by separat-
ing content-related and content-agnostic text fea-
tures. Based on posts retrieved from two websites,
we found that the response pattern varies by loca-
tion, time, and type of queried agency. Our results
also indicated that lengthy and low positive senti-
ment posts generally result in longer waiting times.
However, more research is needed to gauge the
possibility of a false negative and the meaning of
contents extracted from computational tools. In add-
ition, our work scrutinized several methodological
issues and sought practical solutions to analyzing
big data.

Introduction

Regardless of regime type, both democratic and authoritarian govern-
ments respond to public demands, though their motivations may differ
(e.g., Reilly 2012). However, a government’s response can be very
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selective. A petitioner’s characteristics and policy domain, are linked to
how the government responds to the request. As many government serv-
ices are delivered online nowadays, and as web-based forums are increas-
ingly used to collect public opinions, many social scientists are interested
in how public opinions are responded to in an online context (Jiang,
Meng, and Zhang 2019).

Over the past few decades, the Chinese government has invested
resources to build its E-government network for data processing, infor-
mation management, and transactions through government-funded proj-
ects. Online engagement between local government representatives and
citizens has become a popular channel for individuals to raise concerns,
ask questions, and express opinions on local affairs in China (Chen, Pan,
and Xu 2016). The establishment of online forums to collect public opin-
ion has attracted substantial scholarly attention. Taking advantage of web
scraping, investigations that utilize text analysis techniques to study gov-
ernment responsiveness in China have been thriving (e.g., Su and Meng
2016). For example, many studies have explored the effects of institu-
tional or socioeconomic factors at the macro level on government
response; however, one thing that has frequently been overlooked is the
text itself. When a petitioner drafts a request, he or she can choose how
the demand or question is conveyed. Thus, how a post is composed
rather than the content of the inquiry may also influence local govern-
ment responsiveness. One may wonder if a poorly drafted message will
result in a delayed response. It is still unclear whether a delayed response
could be due to the way the message is drafted or what it is about. To fill
this gap, this study explored the effect of text features on government
responsiveness. In particular, we separated the content-related and the
content-agnostic text features and investigated their effects on the speed
of local government responses, accordingly. The content-related text fea-
tures referred to what a post is about, such as policy domain (e.g., welfare
and urban development), and type of inquiry (e.g., complaint and sugges-
tion), while the content-agnostic text features covered those characteristics
that are irrelevant to the message’s content, such as its format (e.g., length
and structure), sentiment (e.g., positive vs. negative), and text cohesion
(e.g., connectives and semantic similarity).

The remainder of the article is organized as follows: First, we summar-
ize previous studies on selective response and provide a general back-
ground of selective responses, how to quantify text features and the
development of E-government in China. Then, a description of the data
and methodology is presented, followed by the results and discussion. We
conclude with a summary of the findings and suggestions for
future studies.
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Background

Selective responses

Previous studies have suggested that most local governments respond to
citizens’ requests, though their motivations for doing so may vary. For
instance, the persistent pressure of winning elections is the major incen-
tive for local officials to respond to public requests and deliver services in
democratic societies (Broockman 2013); while in authoritarian regimes,
such as China, the incentives for local officers to listen and respond to
citizens’ requests mainly originate from the considerations of maintaining
durability (Gandhi 2008), such as oversight from the top and pressure
from the bottom (Chen 2012), and providing public goods (Wang and
Yao 2007).

Multiple studies have documented that the petitioner’s characteristics
(e.g., socioeconomic status, and race), the policy domain of the request
(e.g., healthcare and labor), and institutional factors (e.g., level of govern-
ment) are linked to three basic dimensions of responsiveness—speed,
quality, and service orientation. Probably due to their constant participa-
tion and contributions to political candidates, affluent citizens are more
likely to receive a response; and to see their preferences reflected in actual
policy outcomes (Bartels 2006; Gilens 2005). Racial and ethnic discrimin-
ation in responsiveness has also been reported (Grohs, Adam, and Knill
2016). For instance, a field experiment revealed that emails with Black ali-
ases’ requests for voting registration receive fewer replies. Regardless of
party affiliation, White legislators tend to be less responsive to Black ali-
ases; while minority legislators show the opposite, with a higher level of
responsiveness to Black alias (Butler and Broockman 2011). A similar
field experiment focusing on religious discrimination conducted in China
reported a mixed picture, with local governments in high-minority
regions giving equal (if not privileged) responses to citizens with ethnic
Muslim names. In contrast, local officials are less likely to help citizens
with Muslim names in regions where the proportion of the Muslim popu-
lation is low (Distelhorst and Hou 2014).

Besides petitioners’ individual characteristics, policy domains are also
important. Given limited public resources, a government must prioritize
which issues need to be addressed first. In China, since the launch of the
open-door policy, economic growth has been the focal point for the
Chinese government (Jain 2017). Resources are prioritized toward policies
that can promote economic growth, and public demands that can lead to
potential economic growth are more likely to receive a response (Su and
Meng 2016). Meanwhile, local government officials are less responsive to
social welfare requests (Meng, Yang, and Su 2015). In addition, the
petitioner’s residence, the representation of demands, the degree of
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institutionalization, and the local leader’s demonstration behavior, are
relevant to the chance and speed of response in China (Distelhorst and
Hou 2014).

Why text features matter

When an online request is submitted, it will be read and processed by a
governmental officer, third-party evaluator, or even a contractor, all of
whom have limited time to spend on each request. Thus, how a request
is drafted could influence how it is perceived and handled because more
urgent issues or better-formulated questions can be perceived and proc-
essed faster. The effect of wording has long been noticed in almost all
social science disciplines and thus has attracted research attention from
various fields, such as political science (e.g., Binder, Childers, and
Johnson 2015), and survey studies (e.g., Weijters, Geuens, and
Schillewaert 2010). Much attention has been paid to elaborating factors
that influence comprehension in education and linguistic studies
(Benjamin 2012). Referred to as readability, which indicates how difficult
a text is perceived, studies have shown that both the complexity of the
content (e.g., vocabulary and syntax) and typographic presentation of a
text are related to its readability (Loyd 2013). Leaving out the effects of
typography, readability theoretically also includes three linguistic fea-
tures—lexical sophistication, syntactic complexity, and discourse structure
(Snow 2002). In practice, measures of text-based features, such as the
number of words per sentence, and the number of characters per word,
have been widely adopted to assess readability (Crossley, Greenfield, and
McNamara 2008), though the level of construct validity could be low, or
a theoretical rationale could be missing (Norris and Ortega 2009).

Recent breakthroughs in natural language processing (NLP) have
offered new measures closely related to the three linguistic features of
readability (Kyle 2016). For instance, based on a word corpus assembled
from a variety of sources, the study suggested that word frequency and
word range can be used to measure lexical sophistication, and their
results showed that both factors are important indicators of lexical and
speaking proficiencies (Kyle and Crossley 2015). To quantify the syntactic
complexity of a text, which can be broadly defined as the variation and
sophistication of grammatical structures, measures at the text, paragraph,
sentence, clause, and phrase levels have been proposed, such as the aver-
age length of sentences and clauses (Norris and Ortega 2009), the number
of the noun and verb phrases (Biber, Gray, and Poonpon 2011), and the
verb-argument constructions (Kyle 2016). Text cohesion, constructed
from linguistic linkages in a text, has been commonly used as a proxy
measure of discourse structures (Giv�on 1995). NLP tools nowadays can
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offer better estimates at the paragraph or sentence level for connectives,
lexical overlap, and semantic similarity (Crossley, Kyle, and McNamara
2016), which allows researchers to differentiate global and local cohesions
(Guo, Crossley, and McNamara 2013).

In addition, NLP tools can also be used to automatically summarize
text contents and identify patterns (Nazari and Mahdavi 2019), which
offers a practical way to quantify a text’s content aside from its format.
Thus, one could calibrate the effect of how a text is drafted apart from
what it is about (Tan, Lee, and Pang 2014). For instance, studies have
reported that spelling errors (Askira-Gelman and Barletta 2008), emotions
(Berger and Milkman 2012), and informativeness (Dilip et al. 2018) are
related to the quality or popularity of text controlling the content-related
measures, such as topics.

The majority of the existing studies and tools are available only in
English, with a handful of research conducted in other languages, particu-
larly Chinese (Sung, Chang, and Yang 2015). With new open source tools
and platforms (e.g., PaddlePaddle by Ma et al. 2019), many indices that
assess lexical, syntactic, and discourse features, as well as NLP models
that extract content-related and content-agnostic measures, have become
available for use with Chinese text.

Development of E-government in China

E-government’s emergence is an opportunity to reshape the public sector
by reducing bureaucratic costs and improving relationships between citi-
zens and the government in China (Zhang 2001). Following the advice of
the Government Online program (Government Online Project 2000), most
governmental agencies, such as those in cities at the prefecture level and
above, as well as ministries and commissions, began to build an online
platform upon which to disclose information and provide public service
announcements. In 2008, President Hu Jintao called for more proactive
government measures for responding to and consulting public opinion
and advocated for establishing channels that would bridge government
and citizens (Jia 2019). Thus, besides releasing information and providing
public services, government bodies have invested in sites and platforms
for canvassing public opinion and incorporating it into the policymaking
process, which has been acknowledged as a low-cost-high-efficiency meas-
ure to improve capacity for governance (State Council 2016). Microblogs,
emails, message boards, and online surveys became utilized to collect
complaints and appeals, solve problems, and interact with citizens (Esarey
2015; Schlaeger and Jiang 2014).

Establishing online forums to collect public opinion in China has culti-
vated research interests that utilize automated text analysis techniques to
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study how the government responds to online requests. Studies have
identified that content-related factors, such as policy issues and the type
of request, as well as certain text features, are relevant to the chance and
the speed of a response (e.g., Su and Meng 2016). However, a systematic
evaluation of text features that include content-related and content-agnos-
tic measures is still lacking. For example, one may wonder whether a
poorly drafted post (e.g., badly organized, full of spelling errors) or an
ambiguous post without a clear indication of the subject will delay a
response. In contrast, posts with a positive tone or strong emotion may
receive a prompt response.

Therefore, this study had two objectives: first, to evaluate the effects of
both content-related and content-agnostic text features on government
responsiveness; second, to explore practical solutions for integrating the
results obtained from data mining tools in social science studies. In par-
ticular, we hypothesized that a better-written inquiry (e.g., concise, fluent,
and positive) would be more likely to get a faster response holding every-
thing else, such as the petitioner’s characteristics, policy domain, and
institutional factors, being equal.

Data and methods

Data

The current study retrieved all posts on the websites of Luzhou
Wenzheng (泸州问政)1 and Chengdu Lizheng Mayor’s Mailbox (成都网

络理政市长信箱),2 which are both official online platforms for collecting
public opinions. Luzhou City is a prefecture-level city in Sichuan province
with a population of 4.5 million, of which �25% of the residents live in
the metro area. Chengdu is the capital of Sichuan province with 16.6 mil-
lion residents living in twelve districts, five prefecture-level cities, and
three counties (Chengdu Yearbook Society 2019).

Although most local governments set up message boards after 2010 to
respond to the central government’s requirements, many of them lost
their popularity as other types of social media tools became available.
Probably due to the local leader’s personal effort of improving govern-
mental responsiveness, Luzhou Wenzheng is one of the exceptions. The
website has become a popular channel for locals to express opinions and
send requests since its birth in May 2012, with an average of more than
1,200 posts per month in 2020. The website is not limited to local users
as long as a valid phone number is provided for registration. However,
since users must choose an appropriate local agency while submitting,
requests must be relevant to local businesses. All available posts—a total
of 82,474 (05/19/2012–10/11/2020) were retrieved from the website.

6 T. CAI ET AL.



Unlike the Luzhou Wenzheng website, which is the city’s only official
channel, due to the diversity and volume of requests received each day,
the website of the Chengdu Municipal government offers multiple chan-
nels to collect public opinions. For example, Mayor’s Mailbox aims to
collect constructive opinions on issues related to administration, service,
development, environment, and welfare; while questions and complaints
that fall into a specific division of governmental responsibilities are
handled directly by their own mailbox systems. To simplify our study, we
only focused on Mayor’s Mailbox and fetched all 14,756 posts accessible
(01/17/2014–09/01/2020). The primary reason for choosing Mayor’s
Mailbox in Chengdu instead of other cities was because of its data struc-
ture. Both Luzhou and Chengdu share similar data structures in terms of
types of agencies, time of launch, and distribution of response time.
Therefore, Chengdu was used to train our models, and the results could
serve as a replication and robustness check of our model specifications.

Variables

We chose the speed of government response, measured by the number of
working days between the timestamp of the request and that of the
response, as our dependent variable to investigate responsiveness. The
dependent variable ranged from 0 to 190 for the Luzhou data and from 0
to 197 for the Chengdu data, respectively.3 Two distributional features of
the dependent variable needed to be addressed in the modeling process.
First, the number of working days for both datasets showed distinct tail
distribution patterns (about 95% of the cases had a value <14), and the
remaining 5% appeared to be highly skewed to the right. Secondly, mul-
tiple inflated points require suitable models beyond a traditional count
regression (Cai, Xia, and Zhou 2021). As listed in their performance
pledges, the Chengdu government will respond to regular requests within
five working days; for complicated requests, the number of needed work-
ing days could be extended to 10 and 20, respectively. Thus, one would
expect heaps at values of 5, 10, and 20 on the dependent variable
for Chengdu.

Measures of text features

We utilized NLP tools from the PaddlePaddle platform to calculate the
content-related and content-agnostic measures for the retrieved posts. For
example, we applied the Latent Dirichlet Allocation (LDA) model (Blei,
Andrew, and Jordan 2003) to extract topics from each post as one of the
content-related measures. LDA model estimates the probability that a
new text belongs to a given set of topics characterized by keywords
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obtained from the corpus defined by a set of documents. Unlike the trad-
itional LDA model, which requires specifying the number of topics in
advance, PaddlePaddle offers Familia LDA models (Jiang et al. 2018) that
are pre-trained from three large-scale industrial sets of corpora with an
optimized number of topics: Baidu news in 2016 (2,000 topics), Baidu
novel dataset (500 topics), and Baidu webpage dataset (4,267 topics),
accordingly. Thus, utilizing the Familia LDA models could reduce the
bias or error resulting from human interaction (e.g., manually removing
stop words and general words, and tuning the model parameters),
because the pre-trained topics were obtained from comprehensive corpora
that are less dependent on specific text corpus or individual researcher.
Besides computational efficiency, utilizing the version-traceable pre-
trained model also made our results reproducible, since essentially all
users are calling the same pre-trained model.

However, the resulting probabilities were vast in size and challenging
to interpret (e.g., 2,000 topics for each post based on the news corpus).
Due to its size, it was difficult to include them in any statistical modeling
without further dimensionality reductions. Moreover, because the proba-
bilities for each post summed to one, the resulting matrix was subject to
unit-sum constraints. Thus, we first applied center log-ratio transform-
ation, in which zero values were treated as being below the detection
limit, to avoid the potential negative bias (Van den Boogaart and
Tolosana-Delgado 2013). Principal component analysis (PCA) was then
conducted, followed by variable selection among the resulting PCs using
the dependent variable as the target under a negative binomial assump-
tion. The selected PCs explained about 25.2% and 33.6% of the variation
for the covariance of the transformed LDA results for the Luzhou data
and Chengdu data, respectively. Finally, the selected PCs were similarly
enclosed in statistical models to control population structure in behavioral
genetics (Crosslin et al. 2014).4

In terms of the content-agnostic measures, the Jensen-Shannon
divergence (JSD) (Lin 1991) was used to estimate the correlation
between two adjacent sentences within each of the posts. JSD is one
of the most frequently-used measures to quantify divergence between
two corpora (Koplenig 2017). Ranging from 0 to 1, it measures the
distributional similarity (e.g., keywords and their probabilities) of two
topic corpora, and a higher value suggests the corpora have more dis-
tinguishing words. Since the number of sentences varies dramatically
from one post to another, using centrality measures, such as the math-
ematic average may introduce systematic bias, and the related variabil-
ity measures, such as the variance or standard deviation, could also
provide an inflated or biased estimate of variability (Wiley et al. 2014).
Therefore, we chose to use the median (Med JSD) and Median
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Absolute Difference of JSD (MAD JSD) to quantify the average level
of fluency and its variability. Since JSD does not tell whether any two
sentences were grammatically correct, it was possible that none of
them would be grammatically fluent but have similar topic structures.
Unfortunately, cohesion indices that are more suitable for quantifying
the level of fluency, such as lexical overlap and syntactic cohesion
(Crossley, Kyle, and McNamara 2016), are not available for the
Chinese language. Therefore, we included the number of word-level
typos and character errors in a post as a proxy for the global level of
cohesion. The number of errors in a post (Err) was estimated using
the pycorrector package to detect and correct errors in Chinese
(Xu 2022).

To measure the tone of each post, we adopted the results obtained
from the sentiment analysis of PaddlePaddle, which was based on the
sentiment knowledge enhanced pretraining model, to provide a unified
sentiment representation for multiple sentiment analysis tasks (Tian
et al. 2020). The results contained a measure of the overall positivity,
a measure of the positivity of each sentence, and the classification
(positive vs. negative) of each sentence. Similar to the JSD measures,
we calculated the median (Med Sent) and MAD of the positivity
(MAD Sent), as well as the proportion of positive classifications
(PropS). In addition, logarithms of the number of words (LogW), the
number of topics (LogT), and average words per sentence (LAWS)
were also estimated.

The indices of the text features could be divided into the content-
related and the content-agnostic groups. For instance, content-related
indices, such as the PCs of the topics were used to control the contents’
effect. In contrast, the content-agnostic indices evaluated the syntactic
complexity (e.g., LogW, LAWS, LogT, and Err), the sentiment (e.g.,
Positive Sent., PropS, Med Sent, and MAD Sent), and the cohesion (e.g.,
Med JSD and MAD JSD) of a post. In line with previous studies (e.g., Su
and Meng 2016), we also controlled for the year of the posts, whether the
petitioner used a real name or phone number (for the Luzhou data only),
type of queried agency, and level of agency.

As shown in Figure 1, for each dataset, duplicated posts, posts that did
not receive a response, or those that contained missing values on the
measures of text features were removed. For example, among the 82,451
posts retrieved from Luzhou Wenzheng, 314 cases had missing values for
the dependent variable (no response at the moment of retrieving), and
3,382 cases did not have measures of the similarity between sentences
(e.g., JSD) because those posts only contained one sentence. The final
sample size for the Luzhou and Chengdu data was 78,738 and 14,109,
respectively.
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Methods

When data are characterized by a highly skewed long tail and overdisper-
sion, neither the Poisson nor the negative binomial model is adequate
(Gupta and Ong 2005). Many models have been proposed under the
framework of mixed Poisson distributions to address the long-tail issue.
In general, a mixed Poisson distribution can be formulated as follows:

P kð Þ ¼
ð1
0
e�k k

k

k!
g kð Þdk

where the Poisson mean (k) is a random variable with the probability
density function g kð Þ: We picked the inverse Gaussian distribution for
g kð Þ that yields the Poisson inverse Gaussian (PiG) model (Willmot
1987). In addition, a generalized negative binomial (GNB) model (Gupta
and Ong 2004) was also implemented. For the Chengdu data, inflated
versions of the negative binomial (NB) and GNB models were also
explored (Cai, Xia, and Zhou 2021). The PiG model was estimated using
the R library’s gamlss (Stasinopoulos and Rigby 2007), and the rest were
implemented in the SAS NLMIXED procedure (High 2017).

While large sample size is always desirable because it reduces the
occurrence of type II error, it also amplifies the detection of trivial differ-
ences that are not substantially meaningful. As one of the issues related
to big data analysis, running statistical models on data with a size
>10,000 inevitably increases the chance of a false positive occurring
(Kaplan, Chambers, and Glasgow 2014). To alleviate such a problem,
except for descriptive statistics, we reported coefficients estimated from
the whole sample but using 95% of bootstrapping confidence intervals
(BCIs) obtained from 500 bootstrapping replicates with a size of
5,000 each.

Results

Descriptive analysis

Figure 2 shows the number of posts, average working days to receive a
response and the number of posts per month over the years for both data
sets. The bar represents the average working days to receive a response
by month, the error bar indicates one-tenth of the standard deviation,
and the solid line refers to the number of posts per month. There was a
noticeable regional gap between Luzhou and Chengdu for the trend of
the posts and responses. According to panel A in Figure 2, the number of
posts per month for Luzhou kept an increasing trend after the platform
was launched in May 2012 and showed visible fluctuations, usually during
the month of Chinese New Year, and the average number of posts per
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Figure 1. Final sample size flowchart.

Figure 2. Distribution of the number of working days to receive a response for the
Luzhou and Chengdu datasets.
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month reached more than 1,000 after 2015; meanwhile, the average of
working days to receive a response increased after 2014, from lower than
four days to more than five days. As shown in panel C, the trend of
Chengdu experienced some dramatic ups and downs from 2014 to the
first half of 2017, with a peak in March 2016, and then followed a stable
declining path, with the number of monthly posts reaching as low as 50.
The average number of working days dropped from more than six days
to lower than four days after 2017.

Panels B and D compare the empirical distribution of the number of
working days and the theoretical distribution based on a negative bino-
mial assumption according to the parameters estimated from the observed
data. For both places shown in the bean chart, the dependent variable
exhibited a heavy-tailed distribution that was beyond the capability of the
regular negative binomial model for handling over-dispersion. Thus, it
was necessary to employ models that were suitable for modeling
such features.

Tables 1 and 2 report the descriptive statistics for the variables
included in the analysis of Luzhou and Chengdu, respectively. Consistent
with the trend shown in Figure 2, the average working day to receive a
response increased from 1.92 to 5.42 days for Luzhou. In 2014, the local
government in Luzhou revised the website to allow petitioners to specify
which governmental agency to send the request to. By the policy domain
that posts related to (Su and Meng 2016), we classified the posts accord-
ing to their queried 419 agencies into eight groups: “Public trans-
portation,” “Public safety,” “Urban construction,” “Welfare,” “Planning,”
“Administration and law enforcement,” “Agricultural, cultural, communi-
cational and recreational issues,” and “Other” that covered those that did
not or hard to fit a specific governmental agency. Except for the “other”
group, welfare, agricultural issues, and urban construction were the top
three requested groups, and the percentage of “other” requests declined
over time, especially after 2017.

Regarding the administrative level of the queried agencies, about two-
thirds of posts requested prefectural level ones. The popularity of agricul-
tural-related requests and the high proportion of prefectural level agencies
may relate to the large size of Luzhou’s population living in non-metro
areas. In terms of the text characteristics, a typical post was about 100
words [exp(4.61) ¼ 100.5] long and contained 16 words per sentence
[exp(2.76) ¼ 15.8], with a total of 16 topics [exp(2.79) ¼ 16.3] identified
from the LDA model based on the news topic set. All three characteristics
were relatively stable, with slight variations over time. Users published
about a quarter of the posts possibly using their real name IDs or
phone numbers (0.17þ 0.06¼ 0.23). Since this study relied on a publicly-
available database to identify real names and phone numbers, no
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validation was conducted, and the results may have contained substantial
measurement errors. The average positivity for the posts was about .30,
with a slightly declining trend over time from .37 in 2012 to .28 in 2020.
The average proportion of sentences that were classified as being positive
(positivity � .5) was about .43, with slight variations over time, which
was consistent with the measures of the median and MAD, both of which
showed stable values and low variability of positivity for each sentence
over time. The value of the median JSD (.03) indicated the average simi-
larity between two consecutive sentences was high, and the MAD of JSD
also presented a steady trend with low variations over time. Because the
number of posts was relatively small and some independent variables
were not available for 2012 and 2013, only posts after 2013 were used for
the later analysis.

For the Chengdu-related data, the average working day to receive a
response followed a declining trend. For example, probably due to the
decline in the volume of posts over the years, it dropped from 6.69 days
in 2014 to 2.66 days in 2020. The Mayor’s Mailbox website requests peti-
tioners to select the listed category to which the opinion belongs.
Similarly, we regrouped the listed categories to be consistent with the
ones used in Luzhou (except for the “other” category, which was not
available for the Mayor’s Mailbox at the time of retrieval). Overall, the
top three categories of queried agencies were public transportation (23%),
planning (21%), and administration and law enforcement (20%).
However, from 2014 to 2020, opinions related to public transportation
and administration and law enforcement dropped considerably, from 27
to 1% and 23 to 12%, respectively; while posts related to urban construc-
tion and agricultural, cultural, communicational, and recreational issues
surged quickly, from 14 to 21% and 6 to 27%, accordingly.

Due to Chengdu’s large urban area, 86% of opinions were at the city
level, and those submitted to agencies at the prefectural city level and pre-
fecture-level were small (5 and 9%, respectively). Compared to the aver-
age post in Luzhou, the average post in Chengdu was slightly shorter in
words (83.9 vs. 100.5) and sentences (7.6 vs. 15.8 words) but covered
more topics (19.5 vs. 16.3). The average positivity of the posts in
Chengdu was lower than that in Luzhou (.26 vs. .30); however, the overall
positivity increased from .25 in 2014 to .32 in 2020. Although the average
proportion of sentences classified as being positive in each of the posts
did not change much, the median positivity increased gradually along
with a slight decline in variation, as indicated by the value of MAD over
time. The increase in positivity may have been due to the selection effect.
For instance, those whose posts were more negative stopped posting in
the forum. The consistent value of the median and MAD of JSD also
demonstrated that the sentences in each post were well-connected. Since
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the Chengdu data collection did not cover all of 2020 and the number of
posts was much smaller than that in 2019, we combined the posts from
2019 and 2020 in the later analysis.

Effect of text features on the response

To evaluate how the local governments responded to online requests, a
series of regression models using the number of working days to receive
a reply as the dependent variable were estimated, as shown in Table 3.
The GNB model and PiG model were implemented to address the heavy
tail issue. In addition, to alleviate any false positives due to the large sam-
ple size, all coefficients were evaluated by empirical confidence intervals
obtained from 500 bootstrapping replicates (sampled with replacement)
with the size of 5,000.5 Models 1 and 2 included a group of control varia-
bles, such as year of the post, type of queried agency, level of queried
agency, and type of ID (real, phone number, and other), as well as con-
tent-agnostic measures of the syntactic complexity, sentiment, and cohe-
sion. Built on models 1 and 2, models 3 and 4 added the selected PCs
obtained from the LDA results to evaluate the effect of content-related
measures on the dependent variable.

Consistent with the descriptive statistics, the year of the post had a sig-
nificant impact on the days needed for response. Requests posted in 2014
and 2015 were responded to much faster than those posted in later years.
For instance, according to model 1, the ratio of the expected number of
working days needed for response between 2014 and 2020 was about .70
[exp(�0.361) ¼ .70], holding other covariates constant. The type of
queried agency was also associated with the time needed across the four
models. For example, posts passed to agencies related to welfare and agri-
cultural, cultural, communicational, and recreational issues received a
response more quickly. In contrast, posts sent to administration and law
enforcement, and public safety agencies need more days for a response.
One possible reason for the discrepancy is that the former is more about
existing policies while the latter might need time to investigate or collect
information. In terms of the content-agonistic features, the length of a
post was linked to a longer response time for all four models, e.g., posi-
tive coefficient 0.059 with 95% of BCI [0.017, 0.120] and 0.085 with 95%
of BCI [0.039,0.125] in models 3 and 4, respectively. Although the sign of
the coefficients and the model-based significance were consistent across
the four models, the other content-agonistic features, such as the propor-
tion of positive classifications and the number of topics, were not robust
according to the bootstrapping procedure. For example, models 1 and 2
indicated that posts with a higher level of positive sentiment were associ-
ated with a shorter waiting time, negative coefficient �0.223 [�0.347,
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�0.053] and �.225 [�0.347, �0.103] in models 1 and 2, respectively.
While the significance was not robust against bootstrapping when the
content-related PCs were controlled in models 3 and 4. Thus, caution
was needed for the interpretation, because the choice of model and the
method of bootstrapping sampling may have increased the chance of false
negatives even when the same model specification is utilized.

Table 4 presents the estimated coefficients obtained for the Chengdu
data. As noted above, the number of working days in Chengdu data pos-
sibly had heaped values due to government regulations. Indeed, the pro-
portion of value 5 occupied 24.43% of the cases, while the proportions of
values 10 and 20 were only 3.09 and .15%, respectively. Therefore, a
group of models that could address both issues of the potential inflation
of value 5 and heavy tail was utilized. Models 1 and 2 implemented
inflated versions of NB and GNB models using the control variables and
measures of the content-agnostic features, and the selected PCs were
added to Models 3 and 4 along with the controls and measures of the
content-agnostic features.

The number of working days showed a clear declining trend over the
years. For instance, according to Model 1, the number of expected work-
ing days for a response in 2014 was 1.37 [exp(.862)�1¼ 1.37] times
higher than that in 2019 or 2020, while the ratio dropped to 1.25
[exp(.231) ¼ 1.26] in 2018. For the type of queried agency, only posts
related to public transportation were responded to faster than others—
roughly 28% of the time [1� exp(�.326) ¼ .28], and the effect was robust
against bootstrapping evaluation. In addition, there was clear evidence
that the dependent variable had a heaping point for value 5, indicated by
the significant intercept of the inflation part across all models. Although
effects, such as the length of the post and the level of positive sentiment
showed a similar pattern to those reported in Table 3, none were consid-
ered robust, because of their failure to pass the bootstrapping evaluations.

To further explore the possible meaning of PCs, Table 5 reports the
five keywords for the top five topics according to their contributions to
the first five PCs. It appeared that PC1 and PC2 did not have a clear
meaning for the Luzhou data, because the top topic was about how a
question is raised (topic 1300) or how news is reported (topic 501). PC1
and PC2 for the Chengdu data were more related to substantive issues,
such as local traffic (topic 1334) for PC1 and property management (topic
1773) for PC2. PC3 and PC4 for the Luzhou data shared three topics,
namely, topic 1763 (household regulation), 540 (urban developer), and
186 (housing provident fund), although their contributions differed.
Besides the shared topics, PC3 was more about property transactions
(topic 1012) and local traffic (topic 1334), while PC4 was related to prop-
erty management (topic 1773) and news reports (topic 501). Apart from
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the shared topics with PC3 and PC4, such as topics 186, 540, and 1334/
1773, PC5 gave more weight to health care issues (topic 1061).

Although PC1 to PC5 was highly significant and passed the bootstrap-
ping procedure, as shown in Table 3, the sign of the coefficients for the
PCs with overlapping topics was not consistent. For instance, PC1 and
PC2 shared four out of the top 5 contributing topics, namely, topics
1300, 501, 1773, and 1763; however, a higher PC1 score was associated
with a faster response, while the opposite was true for PC2, according to
Models 3 and 4 in Table 3. A similar pattern could be found for PC3 and
PC4, which shared three topics with PC5.

Despite one may provide some ad-hoc evaluations based on the key-
words of the non-shared topics, such as Topic 1334 (traffic issues) for
PC1 and Topic 540 (urban developer) for PC2, it could be misleading to
interpret the meaning of the PCs using an incomplete comparison of the
topic distributions. Since the number of topics in the LDA word corpus
is vast, a comprehensive evaluation of the topic distributions could be
challenging, if not entirely impossible, without further simplification of
the results. More importantly, the goal of the LDA model available in
PaddlePaddle is to identify patterns from a high variety of texts, and the
topics could portray subtle or even trivial differences that might not be
meaningful or interpretable in social science studies. Therefore, caution
was needed in interpreting the findings to avoid arbitrariness introduced
by individual researchers.

Discussion and conclusion

The current study evaluated how local governments respond to online
public requests in China. The main contributions of this work were 2-
fold. On one hand, we utilized computational linguistic tools to separate
text features into content-related and content-agnostic measures and eval-
uated their effects on government responsiveness. Both content-related
measures, such as PCs, and content-agnostic measures, such as length
and sentiment, were associated with response length. However, due to the
complexity of the results obtained from computational tools and the
modeling strategy adopted in this study, more work is needed to gauge
the possibility of a false negative and the substantial meaning of specific
results, such as topics and PCs. The results also supported the findings of
previous studies. For example, we found that response patterns varied by
location, time, and type of queried agency. Location relates to the unique
social economic structure and the resources that local government can
invest to channel the public. A single channel may lead to a surge of
requests and slower response times, as the Luzhou data showed; however,
as demonstrated by the Chengdu data, having more intricate systems that
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specifically targeted audiences may generally improve the speed of the
process but may also create communication silos and potentially reduce
public engagement. The reason why the type of queried agency matters
was most likely due to the type of request—those related to existing poli-
cies were responded to faster than those requiring time to investigate and
collect information.

Inconsistent with the previous findings, this study did not find that
posts seen by officials as conducive to economic growth were more likely
to receive a speedy response compared to social welfare requests. This
discrepancy might be due to the data sources used and the operationaliza-
tion of the concepts. For example, many previous studies utilized posts
collected from national forums, and welfare was divided into domains,
such as the environment, health care, etc., according to the topics catego-
rized by researchers (e.g., Su and Meng 2016). However, the posts in this
study were retrieved from local forums, and we did not categorize them
by the pre-trained topic sets due to their large size. Instead, they were
grouped according to the queried agency. Posts submitted to agencies
related to civil affairs, health commissions, human resources and social
security, housing provident funds, unions, religious affairs, and veterans’
affairs, were classified as welfare issues. Thus, it was not surprising that
the results were not entirely the same.

On the other hand, this work scrutinized several methodological issues
for utilizing online data in social science and sought practical solutions.
Although many computational tools are widely available, integrating com-
putational components in the social sciences is still in its early stage, and
social scientists face serious methodological challenges in statistical infer-
ence and interpretation. Traditional methodologies built on analysis for
datasets with finite records might not be suitable for online content that
can easily reach millions of observations. Unlike traditional data that con-
tain a subset of the population, online data is arguably more comparable
to a census. Running statistical models on census records would detect
trivial effects and increase the chance of false positives. Thus, answers to
questions, such as how to evaluate the uncertainties of estimates obtained
from all records, and how to conduct feature selection and perform statis-
tical inference, remained unavailable. To alleviate the issue of false posi-
tives and to quantify the uncertainties of the results obtained from
computational tools in statistical analysis, we adopted a bootstrapping
procedure to construct empirical confidence intervals for the estimates.
Although this strategy may have led to false negatives, it offered more
confidence in the robustness of the results.

Another challenge was about interpretation. Nowadays data mining
tools, such as LDA models have been widely employed in social science
studies. However, the risk of misinterpretation increases when the results
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obtained from computational toolkits are blindly used. The primary pur-
pose of data mining tools is to find a suitable model through a data-
driven search with few assumptions about the data, and little interest is
paid to formulating a specific hypothesis to be tested (Weiss and Davison
2010). By contrast, most statistical analyses start with a hypothesize-and-
test paradigm under specific assumptions about the data and relationship
forms (Hand 1998). Thus, the focus of data mining is either prediction or
description. To be as accurate as possible, the number of parameters pre-
served by a data mining model could be very large (Wu et al. 2014). In
contrast, conventional statistical modeling summarizes, explains, or pre-
dicts using a limited number of parameters for parsimony
(Vandekerckhove, Matzke, and Wagenmakers 2014). Thus, directly utiliz-
ing the results obtained from data mining tools, such as topic models,
and finding a meaningful interpretation of the resolved topics can be dif-
ficult. Overlapping topics might not be interpretable or meaningful in a
way that social scientists find familiar. In addition, like exploratory tools,
such as PCA, topic models do not offer information for statistical infer-
ence. Although coherence measures can be used to find a plausible num-
ber of topics (R€oder, Both, and Hinneburg 2015), such practice becomes
unfeasible when the data size is massive, the model specification is com-
plex, and the tuning process for the parameters is complicated. Therefore,
we conducted further steps, such as compositional analysis and variable
selection, to include the results obtained from the exploratory topic mod-
els into an explanatory framework. Furthermore, instead of interpreting
the LDA topics, we provided a practical way to include them as controls
(e.g., selected PCs), similar to what behavioral geneticists do to control
population structures. More importantly, by explicitly modeling the heavy
tail and inflation to address the distinct distributional features of the
dependent variable, we not only reduced the chance of making biased
estimates and incorrect inferences but also offered an option for a sensi-
tivity check against specification errors.

Despite the rigorous adoption of analytical tools, several aspects of the
current study were limited. First, the posts retrieved from the local forums
were subject to selective deletion. All governmental online channels expli-
citly state that posts that may violate the law or be inappropriate for the
forum’s purpose are not allowed and will be removed once found. However,
it was unclear how such appropriateness is evaluated and enforced. Since
the governmental forums were all manually censored and the criteria for
accessing appropriateness or sensitiveness varied (King, Pan, and Roberts
2013), it was difficult to know whether a post would be deleted because of
its tone (e.g., strong negative sentiment) in a non-transparent process.
Second, due to the continuous updating of the models available in the
PaddlePaddle, some of the measures (e.g., topics obtained from the LDA
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models) in the current study might not be reproducible in future versions.
In addition, the response patterns might be substantially different in online
and offline contexts, and the two forums retrieved in this study might not
be representative of local government responsiveness in general, as they
were not randomly selected and unknown reasons might exist for their non-
random survival (e.g., the local leader’s personal effort). Thus, caution needs
to be taken in generalizing our conclusions in the offline context.

Despite these limitations, the current study represents one of the
research attempts to make some progress in utilizing recent advances in
text mining to examine classic problems in the social sciences. We hope
this work can inspire future discussions on integrating computational
results into classical social sciences, and developing analytical strategies
that can overcome methodological challenges and facilitate hypothesis
testing with computational components.

Notes

1. More information can be found at https://wen.lzep.cn/node/all.html.
2. Detailed information can be found at http://12345.chengdu.gov.cn/

openWorkList.
3. To ensure numerical stability, we removed a few cases with the dependent

variable higher than 200 (three for the Luzhou and seven for the Chengdu
data). The cutoff threshold of 200 was chosen by experimentation starting
from the highest and so forth until the results were numerically stable.

4. A selectivity analysis of all presented models using the top 10 PCs was also
conducted, and the results are available upon request.

5. The results for the NB models and topics estimated from other corpuses are
available upon request.
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