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Abstract: The present debate about the governance of artificial intelligence (AI) is
dominatedbyanarrative of a “global race toward the regulationofAI.” Suchanarrative
bears serious dangers and should be rephrased as the “race toward the global regula-
tion of AI” to adequately address the cross-cutting, cross-boundary, and cross-cultural
nature of these technologies. If the debate about the future regulation of AI is to
efficiently address the serious dangers and potentially existential risks related to AI,
then it should be tied to other global governance issues, such as those summarized by
the United Nations Sustainable Development Goals (SDGs). For this endeavor to be
successful, the substantive questions of regulation must be combined with efforts to
reform thepresent international systemwith aview to establishing amore efficient and
coherent global institutional framework. It is important to be mindful of past obstacles
in the reform of existing international organizations and to avoid the need for another
global cataclysm to trigger institutional reform; thus, the article follows the idea that
cognitive change leads to the transformation of international organizations. As both a
technology aimed to replicate the human mind and an example of an important lin-
guistic trend of a rise in essentially oxymoronic concepts, AI is deemed to provide the
rightpointof departure toponder futuremodesofhumancognition–modes that reflect
Einstein’s description of a world as a “four-dimensional space – time continuum,” –
which may help to imagine the contours of a future global institutional framework.

Keywords: artificial intelligence; global AI governance; E-governance; institutional
reform; legal synesthesia; four-dimensional thinking

1 Introduction
The path which opens immediately before us in the future is that of applying the conception of
four-dimensional space to the phenomena of nature, and of investigatingwhat can be found out by
this new means of apprehension.1
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The past decade has witnessed a global race to the development of artificial intelli-
gence (AI). The narrative of this global AI development race has primarily been
dominated by a fierce competition between the United States (US) and the People’s
Republic of China (PRC).2 However, the narrative of a new global arms race in the
field of AI has been increasingly criticized, as it could well turn into a race swerving
to the edge of a precipice because of the inherent dangers as well as potential
existential risks related to AI.3 As reflected in the adoption of the United Nations
Educational, Scientific and Cultural Organization (UNESCO) Recommendation on the
Ethics of AI in November 2021, the initial enthusiasm about the benefits of AI is
complemented by a realistic sense of the ethical concerns and actual risks of AI.4 At
the same time, awareness has grown that nonbinding ethical recommendations or
principles alone will not guarantee a safe development of AI.5 Based on these ethical
concerns, the regulation of AI has gained greater significance. In addition, the global
AI race narrative is seen as posing serious dangers to the safe development of such
technologies.6

As a result, the global race for the development of AI has entered the legal
domain and turned into a parallel global race for the regulation of AI.7 This race
formally started with the European Union’s launch of a proposal for an Artificial
Intelligence Act (AIA) in April 2021, which constituted a comprehensive and hori-
zontal approach to the regulation of AI.8 The AIA even proposes to ban certain AI

2 Marina S. Reshetnikova, “Will ChinaWin the AI Race?” in Elena G. Popkova and Bruno S. Sergi (eds.),
Modern Global Economic System: Evolutional Development vs. Revolutionary Leap (Cham: Springer,
2021) 2064–2074 andAlfredD.Hull et al., “Why theUnited StatesMustWin theArtificial Intelligence (AI)
Race” (2022) 7(4) The Cyber Defense Review 143–158.
3 Stuart Armstrong, Nick Bostrom and Carl Shulman, “Racing to the precipice: a model of artificial
intelligence development” (2016) 31 AI & SOCIETY 201–206, https://doi.org/10.1007/s00146-015-0590-y
and Inga Ulnicane, “Against the new space race: global AI competition and cooperation for people”
(2023) 38 AI & SOCIETY 681–683, https://doi.org/10.1007/s00146-022-01423-0.
4 United Nations Educational, Scientific and Cultural Organization (UNESCO), Recommendation on
the Ethics of Artificial Intelligence (Paris: UNESCO, 2022) at 10, https://unesdoc.unesco.org/©ark:/48223/
pf0000381137.
5 Brent Mittelstadt, “Principles alone cannot guarantee ethical AI” (2019) 1(11) Nature Machine
Intelligence 501–507, https://doi.org/10.1038/s42256-019-0114-4 and Luke Munn, “The uselessness of AI
ethics” (2022) AI Ethics 1–9, https://doi.org/10.1007/s43681-022-00209-w.
6 Theodor Cimpeanu et al., “Artificial intelligence development races in heterogeneous settings”
(2022) 12 Scientific Reports 1723, https://doi.org/10.1038/s41598-022-05729-3.
7 Nathalie A. Smuha, “From a ‘race to AI’ to a ‘race to AI regulation’: regulatory competition for
artificial intelligence”, (2021) 13(1) Law, Innovation and Technology 57–84 at 79, https://doi.org/10.1080/
17579961.2021.1898300.
8 European Commission, Proposal for a Regulation Laying Down Harmonised Rules on Artificial
Intelligence (Artificial Intelligence Act), COM (2021) 206 final (21 April 2021).
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practices because they pose unacceptable risks.9 The PRC then followed a sectoral
approach by adopting three laws related to AI, with a specific focus on algorithm-
generated recommendations, deep synthesis technology, and generative AI.10 Last,
the global race to the regulation of AI heated up with the adoption of an executive
order by US President Biden.11

At the same time, serious problemswere identifiedwith the current narrative of
a so-called “global race toward the regulation of AI,” which was even framed as a
“battle of digital empires” to regulate technology.12 This rhetoric seems wrong and
counterproductive for several reasons and should, therefore, be replaced by one
calling for a “race toward the global regulation of AI” instead. A first strong reason is
that digital sovereignty marks an oxymoron as it binds together the seemingly
incompatible concepts of “sovereignty,” which is based on territorial jurisdiction,
and of “digital,” which refers to a boundless cyberspace.13 In short, it means that, at
best, the digital space constitutes a single empire that cannot be coherently regulated
without sufficient levels of mutual coordination and cooperation between the
different countries or jurisdictions. Second, the regulatory lacunae are growing as
time is short and the development of AI is proceeding at an accelerating pace. Third,
the current narrative will only contribute to greater degrees of fragmentation be-
tween national and regional AI laws, which will eventually increase the risk of

9 Rostam J. Neuwirth, “Prohibited artificial intelligence practices in the proposed EU artificial in-
telligence act (AIA)” (2023) 48(105798) Computer Law & Security Review 1–14, https://doi.org/10.1016/j.
clsr.2023.105798.
10 Cyberspace Administration of China (CAC) et al., Provisions on the Administration of Algorithm-
generated Recommendations for Internet Information Services (entry into force 1 March 2022), https://
www.pkulaw.com/en_law/faf51f90a44d31adbdfb.html; Provisions on the Administration of Deep
Synthesis of Internet-based Information Services (entry into force: 1 January 2023), https://www.
pkulaw.com/en_law/90cff392df74a3ebbdfb.html?keyword=Provisions%20on%20the%
20Administration%20of%20Deep%20Synthesis; Cyberspace Administration of China (CAC) et al.,
Provisions on the Administration of Deep Synthesis of Internet-based Information Services and the
InterimMeasures for the Administration of Generative Artificial Intelligence Services (entry into force:
15 August 2023), https://www.pkulaw.com/en_law/6dc227b9153496c2bdfb.html?keyword=Interim%
20Measures%20for%20the%20Administration%20of%20Generative%20Artificial%20Intelligence%
20Services.
11 Andrew Ross Sorkin et al., “The Global Race to Regulate Artificial Intelligence Is Heating Up”, The
New York Times (30 October 2023), https://www.nytimes.com/2023/10/30/business/dealbook/biden-ai-
regulation-britain.html.
12 Anu Bradford, Digital Empires: The Global Battle to Regulate Technology (Oxford: Oxford Uni-
versity Press, 2023).
13 Lusine Vardanyan et al., “Digital Sovereignty in the EU: Searching for Legal Mechanisms for
Marking the Borders” in David Ramiro Troitiño, Tanel Kerikmäe and Ondrej Hamuľák (eds.), Digital
Development of the European Union: An Interdisciplinary Perspective (Cham: Springer, 2023) 219–234
at 220.
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conflicts between countries as well as their relevant laws.14 Fourth, the rhetoric also
contradicts the cross-cutting, cross-border, and cross-cultural nature of AI and
related technologies.15 Unlike past technological development races, the present AI
race is closely related to other technologies, such as the fifth generation of cellular
wireless (5G), the Internet of Things (IoT), neurotechnologies, or augmented and
virtual reality technologies, which can no longer “be fully cultivated in the same local
environment.”16 Last and most importantly, emphasizing the global aspects in the
future of AI regulation ismore conducive to an important aspect of any future debate
on global governance, namely global institutional governance.

In other words, the quest for optimal solutions for the global governance and
regulation of AI should be closely tied to questions of institutional aspects of AI
governance. Now that more laws are being adopted and the different international
organizations are more active in the field of AI,17 it is necessary to give greater
consideration to institutional aspects. An urgent need to establish some kind of global
AI organization to avoid differing domestic regulatory approaches in the field of AI
has been recognized for some time, but the need for regulation should not be ignored
until such an organization can be established.18 Ideally, the process of the regulation
of AI should be accompanied by a debate on the optimal institutional support needed
to secure the proper implementation and enforcement of the laws adopted. This step
appears only logical as laws once adopted need institutions to monitor and, if
necessary, enforce them to secure compliance with them. Additionally, institutional
aspects related to AI are important given AI’s all-pervasive and cross-cutting nature.
This feature of AI also means that the debate about the governance of AI needs to be
tied to other policy debates, such as those summarized by the United Nations Sus-
tainable Development Goals (SDGs). The debates about the global governance of AI
and the future global goals succeeding the SDGs alongwith a debate about the reform
of the international institutional system need to be combined. Such an opportunity
will be provided by the United Nations (UN) Summit of the Future as proposed by the

14 Stephen Cave and Seán S ÓhÉigeartaigh, “An AI Race for Strategic Advantage: Rhetoric and Risks”
(2018) AIES ‘18: Proceedings of the 2018 AAAI/ACM Conference on AI, Ethics, and Society 36–40, https://
doi.org/10.1145/3278721.3278780.
15 Recital 7 OECD Recommendations of AI, OECD, Recommendation of the Council on Artificial
Intelligence (Paris: OECD, 2019), https://legalinstruments.oecd.org/api/print?ids=648&lang=en.
16 Kimberly A. Houser and Anjanette H. Raymond, “It Is Time to Move beyond the ‘AI Race’
Narrative: Why Investment and International Cooperation Must Win the Day” (2021) 18(2) North-
western Journal of Technology and Intellectual Property 129–186 at 129.
17 See e.g. International Telecommunication Union (ITU), United Nations Activities on Artificial
Intelligence (AI) 2019 (Geneva: ITU, 2019), http://handle.itu.int/11.1002/pub/813bb49e-en.
18 Joshua Ellul et al., “Regulating Artificial Intelligence: A Technology Regulator’s Perspective” (2021)
ICAIL ‘21: Proceedings of the Eighteenth International Conference on Artificial Intelligence and Law
190–194 at 194, https://doi.org/10.1145/3462757.3466093.
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UN Secretary General’s Common Agenda, which is to be held in 2024 and aims “to
forge a new global consensus on what our future should look like, and what we can
do today to secure it.”19

With an emphasis on the necessity to consider the institutional aspects of the
global governance of AI, Section 2 of this article first aims to critically assess whether
AI constitutes a problem of a global nature that warrants regulatory action at the
global level and in connection with other global governance issues. In Section 3, the
article takes a brief look at the international institutional system that is currently in
place. This system’s architecture originated from the post-World War II plans to
establish the United Nations Organization (UNO) under the quasi-constitutional
umbrella of the United Nations Charter. Despite revolutionary changes in the world,
this system’s architecture has remained largely unchanged until the present day,
which is the reason Section 4 is dedicated to seeking answers to the question of the
possible causes for the inertia of international institutional change. This quest meets
with two seemingly competing theories, one of which finds the major drive in cat-
aclysms and the other in cognitive change. Section 5 recognizes the difficulty in using
cognitive change to help overcome this inertia of international reform and seeks to
identify some institutional aspects that an efficient future institutional framework
for the governance of AI should display. To further concretize these aspects, Section 6
compares different developments in the fields of technology, language, and law to
extract some common challenges that may pave the way for an improved under-
standing of the workings of the human brain and lay the foundations for future
institutional reforms. Inspired by Albert Einstein’s description of the world as a
“four-dimensional space-time continuum,” Section 7 attempts to imagine and
describe a four-dimensional mode of human thinking to transcend the present
perception of three-dimensional space based on a greater unity of the senses (syn-
esthesia) and a more flexible logic.

2 AI as a Global Issue

Before examining the creation of an adequate global institutional framework for AI
governance, itmust be establishedwhether AI can be regarded as a global issue itself.
Realistically, it can be expected that the next years will continue to be dominated by
AI regulation at the national level to tackle the challenges arising from the rapid
development of AI and related technologies. Yet, there is strong evidence that AI

19 United Nations, Our Common Agenda: Report of the Secretary-General (New York: United Nations,
2021) at 5, https://www.un.org/en/content/common-agenda-report/assets/pdf/Common_Agenda_Report_
English.pdf.
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constitutes an issue of global concern and therefore should be included in global
regulatory efforts or subject to some degree of global harmonization of laws under
the aegis of an adequate global institutional framework.

A first indicator of the global nature of AI is found in the 2019 Organisation for
Economic Co-operation and Development (OECD) Recommendation on AI, which
recognizes that “AI has pervasive, far-reaching and global implications that are
transforming societies, economic sectors and the world of work, and are likely to
increasingly do so in the future [emphasis added].”20 The same quality of AI also
surfaces in the repeated qualification of AI (and other disruptive technologies)21 as
an oxymoron, 22 that is, a “figure of speech in which apparently contradictory terms
appear in conjunction.”23 It also highlights that AI can contribute to “positive sus-
tainable global economic activity, to increase innovation and productivity, and to
help respond to key global challenges.”24

The fact that the 193 members of UNESCO adopted the Recommendation on
Ethics of AI is itself a strong argument for the global nature of AI, as it reflects a
growing global consensus on the need to regulate AI and to eventually create a
multilateral standard-setting instrument for AI. At the same time, the recom-
mendation explicitly expresses the goal as “to bring a globally accepted normative
instrument.”25 AI can indeed be considered a “global technology” because “many of
the challenges and opportunities of AI will be global in nature.”26 From a combined
ethical and technological perspective, AI and digital technologies are also deemed
to be “global” because they not only “make us more connected and smart but also
more homogeneous, predictable and ultimately controllable.”27 Seen from an

20 OECD, Recommendation on Artificial Intelligence (Paris: OECD, 2019) at 6 [Italics added].
21 Rostam J. Neuwirth, “The ‘Letter’ and ‘Spirit’ of Comparative Law in the Time of ‘Artificial
Intelligence’ and other Oxymora” (2020) 26(1) Canterbury Law Review 1–31.
22 Jennifer Gidley, The Future: A Very Short Introduction (Oxford: Oxford University Press, 2017) at
99, Jakob Svensson, “Artificial intelligence is an oxymoron” (2021) AI & SOCIETY, https://doi.org/10.
1007/s00146-021-01311-z; W. Clark Lambert et al., “Artificial Intelligence and the Scientific Method:
How to Cope with a Complete Oxymoron” (2024) Clinics in Dermatology, https://doi.org/10.1016/j.
clindermatol.2023.12.021.
23 Archie Hobson (ed.), Oxford Dictionary of Difficult Words (Oxford: Oxford University Press, 2004)
at 309.
24 OECD, Recommendation on Artificial Intelligence (Paris: OECD, 2019) at 6.
25 United Nations Educational, Scientific and Cultural Organization (UNESCO), Recommendation on
the Ethics of Artificial Intelligence (Paris: UNESCO, 2022) at 14, https://unesdoc.unesco.org/©ark:/48223/
pf0000381137.
26 Yang Liu, Stephan Hartmann and Huw Price, “Editorial to ‘Decision theory and the future of AI’”
(2021) 198 (Suppl 27) Synthese S6413–S6414 at S6413, https://doi.org/10.1007/s11229-021-03316-z.
27 David Pastor-Escuredo, “Ethics in the Digital Era” (2020) arXiv:2003.06530 [cs.CY], https://doi.org/
10.48550/arXiv.2003.06530.
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economic perspective, the digital economy has equally been considered to be a
global phenomenon, which is why it was argued that “an international agenda is
needed to harness the full benefits of expanded competition.”28 Similarly, the
regulation of AI and responsibility for ensuring that law keeps up with AI has been
called a “global concern.”29 Based on the adage “ubi societas, ibi ius” (where there is
a society, there is law), it could also be argued that law, by definition, marks a global
concern.30

Various other recent national initiatives in the field of AI have called for greater
global cooperation, such as the AI Safety Summit hosted in November 2023 by the UK
Government in Bletchley Park or the President of the PRC’s call for a “Global AI
Governance Initiative,” which was launched at the 10-year anniversary Belt and
Road Forum.31 Hence, even legislators at the national level show awareness of the
global or cross-boundary nature of cyberspace. With the emergence of cyberspace,
the application of sovereignty to the regulation of digital technologies was aptly
qualified as an oxymoron32 because of its contradiction with a state-centered and
territorial understanding of sovereignty and regulation.33

As is well known in concerns about cybersecurity, it was predicted that AI
systems capable of causing harmwould not be confined to one jurisdiction butwould
actually be impossible to link to a specific jurisdiction at all, which iswhy the creation
of a hypothetical International Artificial Intelligence Agency to be modeled after the
International Atomic Energy Agency was proposed.34 It was also proposed that a
future AI organization should be established as “a UN specialised agency (such as the
World Health Organisation), a related organization to the UN (such as the World

28 Richard J. Arend, “Big Tech, Competition Policy, and Strategic Management: An Alternative
Perspective to Teece” (2023) 13(243) Administrative Sciences 1–16 at 10, https://doi.org/10.3390/
admsci13110243.
29 Charlotte Gerrish and Lily Morrison, “Can the Law Keep Up with the Growth of AI?” in Sophia
Adams Bhatti et al. (eds.), The LegalTech Book:The Legal Technology Handbook for Investors, Entre-
preneurs and FinTech Visionaries (Chichester: John Wiley & Sons, 2020) 30–34 at 31.
30 See also Louis J. Kotzé,Global Environmental Governance: Lawand Regulation for the 21st Century
(Cheltenham: Edward Elgar, 2012) at 280.
31 Yang Sheng andQi Xijia, “China to poolwisdom for AI governance framework in UK”Global Times
(1 November 2023), https://www.globaltimes.cn/page/202311/1301030.shtml.
32 Rocco Bellanova, Helena Carrapico and Denis Duez, “Digital/Sovereignty and European Security
Integration: An Introduction” (2022) 31(3) European Security 337–355 at 340, https://doi.org/10.1080/
09662839.2022.210188.
33 Julia Pohle and Thorsten Thiel, “Digital Sovereignty” (2020) 9 Internet policy review 1–19 at 12.
34 Simon Chesterman, “Weapons of Mass Disruption: Artificial Intelligence and International Law”,
NUS Law Working Paper 2021/009 (April 2021) 1, https://law.nus.edu.sg/wp-content/uploads/2021/05/
009_2021_SimonC.pdf.

The Global Institutional Governance of AI 7

https://doi.org/10.3390/admsci13110243
https://doi.org/10.3390/admsci13110243
https://www.globaltimes.cn/page/202311/1301030.shtml
https://doi.org/10.1080/09662839.2022.210188
https://doi.org/10.1080/09662839.2022.210188
https://law.nus.edu.sg/wp-content/uploads/2021/05/009_2021_SimonC.pdf
https://law.nus.edu.sg/wp-content/uploads/2021/05/009_2021_SimonC.pdf


Trade Organisation), or a subsidiary body to the General Assembly (such as the UN
Environment Programme).”35

Since the global legal systemhasmoved toward the blurring of the lines between
public and private international law, it would be better to apply the term “trans-
national” or even “global” to any such future agency. Based on the finding that
“global problems require global solutions,” an international (and not global) AI
regulatory agency was proposed to “create a unified framework for the regulation of
AI technologies and inform the development of AI policies around the world.”36

David Held identified as a paradox of our times that the most urgent contem-
porary problems are of a global and collective nature, such as climate change, the
pandemic, or even AI, but unfortunately, “the means for addressing these are na-
tional and local, weak and incomplete.”37 From another perspective, it is possible to
conceive of AI as not only a global issue but as a human-made artefact for the precise
purpose of making humans realize the global dimension of humanity. Either way,
there is strong evidence that AI and related policy areaswill require amore coherent
global coordination based on a more efficient global institutional framework of
governance in the future. Pondering the sketches of a future institutional frame-
work, it is deemed useful to assess the adequacy of the present international system
of governance to tackle the challenges and problems related to AI.

3 The Present Institutional “System” of
International Governance

If any international treaty related to AI were to be adopted right now without
additional plans to create an adequate global institutional framework of AI gover-
nance, it would have to contend with the system of international law and interna-
tional organizations currently in place. The same applies to plans to create a
specialized international agency for AI, which would have to find its place in the
present international system amidst a number of fragmented international organi-
zations. In the description of the present system of international governance, the
term global has been deliberately avoided because of its widely fragmented

35 Eugenio V. Garcia, “Multilateralism andArtificial Intelligence:What Role for the United Nations?”
in Maurizio Tinnirello (ed.), The Global Politics of Artificial Intelligence (Boca Raton: CRC Press, 2022)
57–83 at 70.
36 Olivia J. Erdélyi and Judy Goldsmith, “Regulating Artificial Intelligence: Proposal for a Global
Solution” (2018) AIES ‘18: Proceedings of the 2018 AAAI/ACM Conference on AI, Ethics, and Society 95–
101 at 95, https://doi.org/10.1145/3278721.3278731.
37 David Held, Cosmopolitanism: Ideals and Realities (Cambridge: Polity Press, 2010) at 143.
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structure. The fragmentation of international law has been explained by the notion
of “‘functional differentiation’, the increasing specialization of parts of society and
the related autonomization of those parts.”38 Historically, this fragmentation has
developed from the conceptual separation between public and private law and be-
tween national and international law.39 Most importantly, the present international
legal system of governancewas fragmented at its birth due to an unplanned split into
the governance of economic affairs by the General Agreement on Tariffs and Trade
(GATT) and the governance of the remaining public policy areas by the UNO. This
split was caused by the failure of the plan to create an International Trade Organi-
zation as a UN specialized agency as laid down in the Havana Charter.40

The failure to establish a coherent framework for both the UN and the GATT still
persists, given that the World Trade Organization (WTO) was established in 1995 as a
sui generis organization outside the UN system.41 This split between the WTO and the
UN continues to have harmful effects on the overall coherence and consistency be-
tween economic and all other areas of public policy, as is reflected in the so-called
“trade linkage debate.”42 This debate ismadeupof an infinite number of “trade and…”

problems, such as “trade and public health,” “trade and environment,” or “trade
and culture,” which seek to reconcile so-called “trade” with “non-trade issues,”
even though this terminological distinction is artificial as trade is factually related
to most other aspects of life and policymaking.43 Furthermore, the lack of institu-
tional coherence and the ensuing inability to reconcile trade with other public
policy objectives may be a cause of various anti-globalization sentiments and
should be further investigated.44

38 Martti Koskenniemi, Fragmentation of International Law: Difficulties Arising from the Diversifi-
cation and Expansion of International Law (Report of the Study Group of the International Law
Commission), UNGA A/CN.4/L.682 (13 April 2006) at 11.
39 Rostam J. Neuwirth, “International Law and the Public/Private Law Distinction” (2000) 55(4)
Zeitschrift fur Öffentliches Recht (ZoR): Journal of Public Law 393–410.
40 Rostam J. Neuwirth, “The Fragmentation of the Global Market: The Case of Digital Versatile Discs
(DVDs)” (2009) 27(2) Cardozo Arts & Entertainment Law Journal 409–458 at 411.
41 Decision of the General Council on Conditions of Service applicable to the Staff of the WTO Secre-
tariat of 7, 8 and 13 November 1996, WTO Doc. WT/L/197 (18 November 1996).
42 Frank J. Garcia, ‘The Trade Linkage Phenomenon: Pointing the Way to the Trade Law and Global
Social Policy of the 21st Century’ [1998] 19(2) University of Pennsylvania Journal of International
Economic Law 201–8.
43 Rostam J. Neuwirth, “Global Market Integration and the Creative Economy: The Paradox of
Industry Convergence and Regulatory Divergence”, (2015) 18(1) Journal of International Economic
Law 21–50 at 22, https://doi.org/10.1093/jiel/jgv012.
44 See e.g. Quynh Nguyen, “The Green Backlash against Economic Globalization” (2022) 24(2) In-
ternational Studies Review 1–16, https://doi.org/10.1093/isr/viac020.
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The substantive linkages between trade and other policy areas are alsomirrored
in institutional questions in which issues of linkage play an important role despite
the fragmented responses. Relying on the current system of international organi-
zations, this means that “the scope of our institutional choice – of our available
responses to international problems –will be constrained,”which is why it is useful
to exercise “institutional imagination”with a view to exploring the creation of other
“institutional devices.”45

On a deeper level, the current fragmentation and lack of coherence in the
international governance system is perhaps the result of a common or possibly
universal cognitive trait of human thinking. This universal trait is dualism, which is
understood as “a philosophical system or set of beliefs in which existence is believed
to consist of two equally real and essential substances (such asmind andmatter) and/
or categories (such as being and nonbeing, good and bad, subject and object).”46 An
opposite mode of thinking was presented by Heraclitus in form of the identity of
opposites according to which “the most beautiful harmony is born out of oppo-
sites.”47Whether universal or not, dualistic thinking has gainedwide acceptance and
traditionally holds a strong place in legal thinking as is notably proven by the
frequent usage of dichotomies.48 Dichotomies rest on an erroneous presumption that
there are only two possibilities, which creates a false dichotomy in which “we forget
the middle and think in extremes, missing important alternatives in the process.”49

Similarly, dualistic thinking “trades accuracy for simplicity.”50 To exemplify the
problem of dualistic thinking, the governance of trade issues is distinguished from
the so-called “non-trade issues,” albeit most policy areas are at least related to trade
questions. Underlying these misperceptions is the understanding that issues related
to international trade liberalization are incompatible with non-trade goals, such as
the protection of cultural diversity. However, a closer look at the history of trade as
well as the economic foundations of trade liberalization in the theory of comparative
advantage reveals that – paradoxically – the variety of living conditions is not only a

45 Joel P. Trachtman, “Institutional Linkage: Transcending Trade and …” (2002) 96(1) American
Journal of International Law 77–93 at 92.
46 Hillary S.Webb, “Dualism” in DavidA. Leeming (ed.),Encyclopedia of Psychology andReligion, 3rd
ed. (Dordrecht: Springer, 2020) 702–705 at 702.
47 Robinson (ed.), Heraclitus – Fragments: A Text and Translation with a Commentary (Toronto:
University of Toronto Press, 1987) at 15.
48 Tong Io I, Rostam J. Neuwirth and Li Ke, “PolyjuralismMeets Polyglotism: An LL.B. in Chinese Law
and Global Legal Studies in English Language at the University of Macau” (2024)Asian Journal of Law
and Society [forthcoming].
49 Trudy Govier, “Problems with False Dichotomies” (2003) 36(146) Humanist in Canada 31–31 at 31.
50 Bart Kosko, Fuzzy Thinking: The New Science of Fuzzy Logic (New York: Hyperion, 1993) at 21.
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given fact but also serves as the “spring of commerce.”51 In law, too, diversity poses
no obstacle and is instead not only “compatible with all major legal traditions” but
also provides an important means to guarantee the efficiency, legitimacy, and sus-
tainability of law itself.52 This is the reason any future law and, for thatmatter, global
institutional framework must “develop instruments that adapt to a concrete and
current plurality.”53

Already, the use of the term “system” to describe the present conditions at the
international level can be contested. For instance, the present status quo has
instead been called one of “international disorder.”54 It is also appropriate to refer
to the present conditions, which have been largely unaltered since the establish-
ment of the UN system in 1945, as “systemic chaos,” to use another oxymoron. The
term systemic chaos has been defined as “a situation of total and apparently
irremediable lack of organization.”55 Such lack of organization can be seen at all
levels of global governance. Hence, it was also found to characterize the UN system,
the management of which was also called an oxymoron, given that the UN system
was described as being “highly politicized, led indifferently, and managed poorly”
and that it has since its creation primarily “expanded but not adapted”.56 However,
the WTO or system of global trade governance does not fare better and now even
faces a serious paralysis of its dispute settlement system up to its extinction in a
post-WTO world order.57

51 T.G. Williams, The History of Commerce (London: Sir Isaac Pitman & Sons Ltd., 1926) at 1 and
Rostam J. Neuwirth “The ‘Culture and Trade’ Paradox Reloaded”, in Christiaan De Beukelaer, Miikka
Pyykkönen and J.P. Singh (eds.), Globalization, Culture and Development: The UNESCO Convention on
Cultural Diversity (Basingstoke: Palgrave MacMillan, 2015) 91–101 at 96.
52 H. Patrick Glenn, Legal Traditions of the World: Sustainable Diversity in Law, 3rd ed (Oxford:
Oxford University Press, 2007) at 358.
53 Ishvarananda Cucco, “Below and Beyond the Signifier: Space as a Living Semiotic Horizon, a Key
to Interculturality and a Challenge for Law” (2024) International Journal for the Semiotics of Law 1–29
at 1, https://doi.org/10.1007/s11196-024-10106-6.
54 Juergen Kleiner, “The Inertia of Diplomacy” (2008) 19(2) Diplomacy and Statecraft 321–349 at 341,
https://doi.org/10.1080/09592290802096380.
55 Giovanni Arrighi, The Long Twentieth Century: Money, Power and the Origins of Our Time (Lon-
don: Verso, 1994) at 31 and Giovanni Arrighi and Beverly J. Silver, Chaos and Governance in the
Modern World System (Minneapolis: University of Minnesota Press, 1999) at 33.
56 Franz Baumann, “United Nations Management – An Oxymoron?” (2016) 22(4) Global Governance
461–472 at 466.
57 Rorden Wilkinson, The WTO: Crisis and the Governance of Global Trade (New York: Routledge,
2006), Kent Jones, The Doha Blues – Institutional Crisis and the Reform of the WTO (Oxford: Oxford
University Press, 2010) and Meredith Kolsky Lewis, Junji Nakagawa, Rostam J. Neuwirth, Colin B.
Picker, and Peter-Tobias Stoll (eds.), A Post-WTO International Legal Order: Utopian, Dystopian and
Other Scenarios (Cham: Springer, 2020).
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In the beginning of the 21st century, both the WTO and the UN system saw
urgently needed proposals for institutional reform.58 Sadly, these reforms were
not only separately proposed but also without mutual consideration of each
other. As a result, they only shared a common outcome, which was both their
failure and missed opportunity.59 The failure of the present international system
of governance to deliver is evident on all fronts and in all policy areas.60 It fails to
reconcile trade liberalization with the goals of public health, cultural diversity,
social standards, and human rights. It also fails to provide international peace
and security as notably shown by the recent outbreak or intensification of con-
flicts. Regarded jointly, the failure also manifests itself in the inability to realize
the goals formulated in the SDGs, which has also been linked to institutional
problems.61 The cause of the failure is also a conceptual flaw, as there is really
only one sustainable development goal, namely to achieve all 17 goals without
leaving even one behind. A similar challenge exists with regard to the realization
of all international human rights based on the idea of their indivisibility.62

Ultimately, a similar paradox underlies the current need to regulate AI, which is
based on the observation that all humans will be equally affected by AI, albeit in
different ways.

Most drastically perhaps, the current global governance problem is visible in the
paradox of the Anthropocene. This paradox consists in characterizing the current
era based on the human impact on the Earth system having become a recognizable
force, possibly even overwhelming the great forces of nature.63 The paradox lies in

58 Peter Sutherland (ed.), The Future of the WTO: Addressing Institutional Challenges in the New
Millennium (Geneva: WTO, 2004) and United Nations High Level Panel on Coherence, Delivering as
one: Report of the High-level Panel on United Nations System-wide Coherence in the Areas of Devel-
opment, Humanitarian Assistance and the Environment, (UN GA A/61/583 (20 November 2006)).
59 Joost Pauwelyn, “The Sutherland Report: A Missed Opportunity for Genuine Debate on Trade,
Globalization and Reforming the WTO” (2005) 8(2) Journal of International Economic Law 329–346
and J. Mendelson Forman, “Can Reform Save the United Nations? Opportunities for Creating an
Effective Multilateral Body for the Twenty-First Century” (2005) 27(5) American Foreign Policy In-
terests 349–363.
60 See also Susan Strange, “The Westfailure System” (1999) 25 Review of International Studies 345–
354.
61 Shirin Malekpour et al., “What scientists need to do to accelerate progress on the SDGs” (2023) 621
Nature 250–254 at 251.
62 Rostam J. Neuwirth, “Equality in View of Political Correctness, Cancel Culture and other
Oxymora” (2023) 8(1) International Journal of Legal Discourse 1–29 at 14; https://doi.org/10.1515/ijld-
2023-2003.
63 Wolfram Mauser, “Global Change Research in the Anthropocene: Introductory Remarks” in
Eckart Ehlers and Thomas Krafft (eds.), Earth System Science in the Anthropocene (Berlin: Springer,
2006) 3–4 at 3 andWill Steffen, Paul J. Crutzen and John R. McNeill, “The Anthropocene: Are Humans
Now Overwhelming the Great Forces of Nature?” (2007) 36(8) Ambio 614–621.
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the contradiction that the Anthropocene puts humans in control of the planet, while
humans still seem largely unable to control the unintended consequences of their
actions. As a result of the paradox remaining unsolved, the late modern lifeworld is
“becoming increasingly uncontrollable, unpredictable, and uncertain.”64 In other
words, it is a control paradox, whereby humans – to express it oxymoronically –

seem both “in control” and “not in control” at the same time.65 It can also be
rephrased as meaning that if most urgent global problems are created by humans,
then why is it that humans cannot solve them?

Perhaps an answer to this paradoxical question lies in another paradox,
namely that human progress in physical knowledge is voided by a deficit in
social knowledge or a lack of understanding of human relations. This deficit also
translates into inadequate institutions governing human relations, which has
the consequence that the surplus created in wealth is “virtually canceled by the
costs of armaments and war.”66 In other words, the major problem in both the
solution of the principal global problems and reform of the global institutional
framework is that humans, through their respective governments, seem unable
to agree. In times of societal polarization (perceived as a major global threat)67

and deglobalization as well as decoupling,68 reaching a global consensus ap-
pears to have become even harder. The lack of global consensus leads to another
sad paradox that manifests itself in the apparent contradiction that to prevent
future crises or even to avoid history from repeating itself – since it was born
from the devastating shambles left from the scourges of two world wars – the
present international institutional system requires a major reform; however,
such reform may only become possible following another major cataclysm, as
“only a World War III might provide enough shock, awe, and vision to equip the
UN for the future.”69 On the question about the future institutional governance
of AI, it is therefore also important to ask why the UN and the current insti-
tutional system proved unable to reform itself and adapt to the current global
conditions.

64 Hartmut Rosa, The Uncontrollability of the World (Cambridge: Polity, 2020) at 110.
65 Philip J. Streatfield, The Paradox of Control in Organizations (London: Routledge, 2001) at 7.
66 Gordon W. Allport, The Nature of Prejudice (Cambridge: Addison-Wesley, 1954) at xiii.
67 World Economic Forum (WEF), The Global Risks Report 2023, 18th Edition (Geneva: WEF, 2023) at
6, https://www3.weforum.org/docs/WEF_Global_Risks_Report_2023.pdf.
68 Michael A. Witt et al., “De-globalization and Decoupling: Game Changing Consequences?” (2021)
17(1) Management and Organization Review 6–15, DOI: https://doi.org/10.1017/mor.2021.9.
69 Antonio Donini, “Crashing Waves and Rising Tides: The Case for UN 2.0” (2020) 62 Global
Governance 262–275 at 267.
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4 The Inertia of Institutional Change at the Global
Level

The international institutional framework established in 1945 is essentially un-
changed. The creation of the WTO widened its scope compared to the GATT 1947 but
without changing the institutional rift between the UN and the WTO. It is true that
dynamic changes have taken place at the regional level, contributing to global
governance debates, such as the creation of the OECD, the G20, the BRICS (Brazil,
Russia, India, China, and South Africa), or the Shanghai Cooperation Organization
(SCO) aswell as a large number of regional ormega-regional trade agreements.70 The
processes of the proliferation of international organizations and increasing codifi-
cation of international law have also been observed.71 Often, these changes are
merely quantitative in nature and have done little to strengthen the multilateral
system and global institutional framework needed to ensure the greater legal cer-
tainty and predictability warranted by a global rule of law. These quantitative
changes have instead undermined the already fragile unity of the present interna-
tional legal system by further fragmenting it in terms of jurisdiction, interpretation,
regulation, and normativity.72

Additionally, a growing number of actors in the international legal arena
operate without due coordination by a multilateral institutional framework, which
also inevitably increases the probability “of the occurrence of dilemmatic normative
conflicts” between laws or treaties as well as regime collisions.73 At the same time,
the absence of such a coherent institutional framework or global constitutional
framework does little for the qualitative aspects of the enforcement of international

70 John Kirton and Marina Larionova, “Contagious Convergent Cumulative Cooperation: The Dy-
namic Development of the G20, BRICS and SCO” (2022) International Politics, https://doi.org/10.1057/
s41311-022-00407-7 and Chad P. Bown, “Mega-Regional Trade Agreements and the Future of theWTO”
(2017) 8(1) Global Policy 107–112.
71 Cesare P.R. Romano, “The Proliferation of International Judicial Bodies: The Pieces of the Puzzle”
(1999) 31(4) New York University Journal of International Law and Politics 709–752 at 751 and P.-M.
Dupuy, “The Danger of Fragmentation or Unification of the International Legal System and the
International Court of Justice” (1999) 31(4) New York University Journal of International Law and
Politics 791–808.
72 Harlan Grant Cohen, “Fragmentation” in Jean d’Aspremont and Sahib Singh (eds.), Concepts for
International Law: Contributions to Disciplinary Thought (Cheltenham: Edward Elgar, 2019) 315–327
at 321.
73 Valentin Jeutner, Irresolvable Norm Conflicts in International Law: The Concept of a Legal
Dilemma (Oxford: Oxford University Press, 2017) at 45; and Andreas Fischer-Lescano and Gunther
Teubner, “Regime-Collisions: The Vain Search for Legal Unity in the Fragmentation of Global Law”
(2004) 25(4) Michigan Journal of International Law 999–1046.
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laws.74 The enforcement of international law remainsweak or has even been further
weakened given the decay of the existing system and the growing disregard for
international law.75 The latter trend is exemplified by the continuing paralysis of the
WTO’s dispute settlement system. This example also shows that the reform of global
institutions takes more thanmerely discontent and criticism; a viable solution to the
problem must also be sought that is based on a wider consensus of all interested
parties.

Overall, the problem with a proliferation of plurilateral agreements and a
simultaneous fragmentation of regional as well as international instruments and
organizations is that they do not allow for the crystallization of the global consensus
needed for a coherent pursuit of the goals agreed upon as well as their multilateral
enforcement. Cutting a long story short, the present era remains one in which
the vision of global justice remains an expression of wishful thinking and an
oxymoron.76 For AI governance, this means that unless the present international
legal system is reformed, every proposal for the future governance of AI is likely to be
doomed to fail. It means that nomatter what specialized agency for AI is created or if
AI is integrated in all the existing international organizations, the outcomes will be
suboptimal. Such a bleak and dreary prospect warrants a closer inquiry into the
theories on the causes of institutional change.

On a general level, it has been argued that “institutions change when actors act
as if they have the right, power, conditions, opportunities, and resources to change
those institutions.”77 For this scenario, another paradox must be overcome, namely
the absence of a global governance platform. This paradox is like the chicken-and-egg
paradox in that it seems impossible to establish a global governance platform
without already having one to successfully deliberate on the features of such a
platform. This paradox provides another example of the need to imagine newmodes
of cognition, modes which also relate to the perception of time in four-dimensional
thinking (4D thinking), which will be explained in Section 7.

74 Bardo Fassbender, “International Constitutional Law: Written or Unwritten?” (2016) 15 Chinese
Journal of International Law (489–515) at 500.
75 See e.g. SundareshMenon, “The Rule of Law, the International Legal Order, and the Foreign Policy
of Small States” (2020) 10(1) Asian Journal of International Law 50–67 at 63, https://doi.org/10.1017/
S2044251319000262.
76 Susan S. Silbey, “1996 Presidential Address: ‘Let Them Eat Cake’: Globalization, Postmodern
Colonialism, and the Possibilities of Justice” (1997) 31(2) Law & Society Review 207–236 at 210–211,
Colin Bird, An Introduction to Political Philosophy (Cambridge: Cambridge University Press, 2006) at
147, Eric B. Lumenson, “Cultural Relativism” in Deen K. Chatterjee (ed.), Encyclopedia of Global Justice
(Dordrecht: Springer, 2011) 223–225 at 224 and John Gardner, “Finnis on Justice” in John Keown and
Robert P. George (eds.), Reason, Morality, and Law: The Philosophy of John Finnis (Oxford: Oxford
University Press, 2013) 151–166 at 152.
77 Daniil Frolov, Digital Capitalism and New Institutionalism (New York: Routledge, 2024) at 2031.
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There exist numerous other exogenous explanations for institutional change,
ranging from slow to fast or continuous to abrupt changes brought about by war or
by peaceful means.78 Unfortunately, most of these explanations seem unable to
explain or overcome the current global inertia vis-à-vis a fundamental reform of the
present international institutional framework. Opposite explanations also exist,
which seek to explain institutional change based on endogenous causes, such as
cognitive change as the primary precondition for institutional reform.79 This was
also aptly shown in the context of attempts to theorize a global legal order of the
future in which cognitive elements in the form of a “common language” are pre-
sented as a way to overcome the present international discord that characterizes
both “the different legal provisions and perspectives foundwithin the societies of the
world.”80

Most likely, the best way to overcome the inertia of institutional change is
through a combination of both exogenous and endogenous factors of change. This
means to regard them not as two different and opposite concepts, but rather as two
sides of the same scale. Otherwise, it requires the adoption of novel conceptual
models different from those exclusively based on the concepts of a linear relation-
ship, classical logic, and dualistic thinking. Such a conception also requires a
different cognitive framework, one that allows for a wider range of considerations
and of possible dependencies between different factors. More concretely, it means to
seek a possible complementarity between antagonistic concepts, to see them in a
holistic way rather than isolated phenomena. For institutional change, it means to
take endogenous factors seriously enough to take action before exogenous factors
create fatal conditions that eventually force us to act and to reform the institutional
framework that no longer proved capable of providing the stability for a continuous
and sustainable governance of global affairs.

However, reading the endogenous factors correctly proves difficult. The reason
is that it is always complicated to conceptualize a future phenomenon before it has

78 Joel Mokyr, “Institutions, Technological Creativity and Economic History” in Alberto Quadrio
Curzio, Marco Fortis and Roberto Zoboli (eds.), Innovation, Resources and Economic Growth (Berlin:
Springer, 1994) 39–62 at 55 and Peter Alexis Gourevitch and James J. Shinn, Political Power and
Corporate Control: The New Global Politics of Corporate Governance (Princeton: Princeton University
Press, 2010) at 278.
79 Emanuel Adler, “Cognitive Evolution: A Dynamic Approach for the Study of International Re-
lations and their Progress”, in Emanuel Adler and Beverly Crawford (eds.), Progress in Postwar
International Relations (New York: Columbia University Press, 1991) 43–88 at 55 and Andrew T.F.
Lang, “Reflecting on ‘Linkage’: Cognitive and Institutional Change in the International Trading
System” (2007) 70(4) Modern Law Review 529–549 at 529.
80 Andrew Halpin and Volker Roeben, “Introduction” in Andrew Halpin and Volker Roeben (eds),
Theorising the Global Legal Order (Oxford: Hart, 2009) 1–24 at 6.
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materialized. For example, it is hard to conceive of a process to explain a new
technology like an Internet browser to a person who has never seen a computer. Yet,
forecasting is supposed to be easier than is generally anticipated.81 In this regard,
imagination expressed through, for example, science fiction and other oxymora or
paradoxes, can provide useful insights for law and how to actively design the future
by regulating it.82 In sum, oxymora and paradoxes have been termed the “language
of the future” because they can help to conceive of a reality that has not yet been
perceived.83

This process of creative imagination of the future in linewith certain policy goals
usually starts from the same level on which the existing obstacles to their realization
are deemed to derive, but later adds a new dimension to it. In short, it paradoxically
combines analogy with novelty or a theoretical step with an empirical step. Such
creative imaginative effort has been missing in the past decades and centuries as
global governance only amounted to the projection of local or national models onto
the regional and global plane, like modern international law is a mere geographic
extension of the Italian city states. Future reform efforts must leave old traditional
models of both local and global governance behind and, notably, an exclusive state-
centric conception of international law.84

Instead of embracing novel ideas and concepts, for instance, in the form of
oxymoronic concepts such as glocalization,85 the old dominant ideological divisions
between competing concepts that are usually framed as false dichotomies still largely
persist. From a different perspective, it can be argued that long obsolete ideological
divisions are maintained without considering – let alone discussing – entirely new
forms of governance. It must be admitted that even though emperors and empresses
or kings and queens have occasionally been replaced by presidents or prime min-
isters, very little in terms of institutional governance has principally, substantially,

81 Nicholas Rescher, Predicting the Future: An Introduction to the Theory of Forecasting (New York:
State University of New York Press, 2008) backcover.
82 Rostam J. Neuwirth, “Future Law, the Power of Prediction, and the Disappearance of Time” (2022)
4(2) Law, Technology and Humans 38–59 at 42, https://doi.org/10.5204/lthj.2376; and Jerome D. Coo-
mann and Nicolas Petit, “Asimov for Lawmakers” (2022) 18(1) Journal of Business & Technology Law
1–34.
83 Rostam J. Neuwirth, Law in the Time of Oxymora: A Synaesthesia of Language, Logic and Law (New
York: Routledge, 2018) at 30 and 243.
84 See also Yasuaki Onuma, “When was the Law of International Society Born? – An Inquiry of the
History of International Law froman Intercivilizational Perspective” (2000) 2 Journal of the History of
International Law 1–66 at 66 (“For international law to be truly global in the sense that its legitimacy
is voluntarily accepted by peoples all over the world, it must be accepted not only by existing states, i.
e., by existing governments, but also by peoples with diverse civilizational backgrounds.”).
85 Habibul H. Khondker, “Glocalization as Globalization: Evolution of a Sociological Concept” (2004)
1(2) Bangladesh e-Journal of Sociology 1–9 at 4.
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and structurally changed in theway societies have been administered and organized
in political and legal terms.

The disruptive technologies rapidly evolving around the oxymoronic notion of
AI provide a unique opportunity to search for novel ways to best reform the present
international institutional system (or systemic chaos) with a view of not merely
theorizing but actually establishing a proper global legal order supported by an
efficient and consistent institutional framework.

5 Institutional Aspects of AI Regulation

The problem with the proposal to add a new agency for AI to the present interna-
tional system is that it will not changemuch, particularly in terms of existing levels of
fragmentation and lack of coherence or the unnecessary duplication of activities or
existing organizations.86 To the contrary, it risks adding to the existing problems of
fragmentation because the system that was already in place was unable to suc-
cessfully tackle the problem prior to the emergence of AI. Therefore, the proposal for
the creation of an International Artificial Intelligence Agency modeled after the
International Atomic Energy Agency lacks creativity and novelty because it would be
designed as a public international organization that widely excluded the direct
involvement of private actors. The Internet Corporation for Assigned Names and
Numbers (ICANN) appears to at least add some novel elements to the search for
optimal institutional models.87 This is because ICANN’s mode of policymaking was
described as a decentralized “multistakeholder model,” that “places individuals,
industry, non-commercial interests and government on an equal level.”88 The need
to include amore diverse group of stakeholders from the public sector, industry, and
academic organizations was precisely the idea of an earlier proposal for the creation
of an International Artificial Intelligence Organization in order to “support policy-
makers in the overwhelming and crucially important task of regulating this novel,
immensely complex, and largely uncharted area.”89

86 Cf. Articles 86 and 87Havana Charter; UN Conference on Trade and Employment,Havana Charter
for an International Trade Organization and Final Act and Related Documents, UN Doc ICITO/1/4/1948
(Havana, 21 November 1947–24 March 1948).
87 Jacob Turner, Robot Rules: Regulating Artificial Intelligence (Palgrave Macmillan 2019) 240–42.
88 ICANN, “Beginner’s Guide to At-Large Structures” (June 2014) at 4, https://www.icann.org/sites/
default/files/assets/alses-beginners-guide-02jun14-en.pdf.
89 Olivia J. Erdélyi and Judy Goldsmith, “Regulating Artificial Intelligence: Proposal for a Global
Solution” (2018) AIES ‘18: Proceedings of the 2018 AAAI/ACM Conference on AI, Ethics, and Society 95–
101 at 96, https://doi.org/10.1145/3278721.3278731.
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Another important aspect relates to the question of the architecture of a future
global institutional framework. It concerns the choice of whether AI laws and pol-
icies will be placed under the administration of a single (national or global) insti-
tution in a centralized or in a decentralized way. Both models seem to offer
advantages and disadvantages, such as more or less fragmentation, lower or higher
costs, or faster or slower speed of creation and implementation of laws.90 Ultimately,
for each option to succeed, the outcome will also depend on the particular design of
either a decentralized or centralized institutional system of AI governance. Conse-
quently, it is possible to design and run an efficient centralized and inefficient
decentralized institutional system and vice versa.

As previously mentioned, what stands between the success or failure of any
decision is a strictly dualistic conception that creates false dichotomies that simplify
at the cost of accuracy. In concrete terms, it means that there is no simple binary
choice between a centralized or decentralized system. Instead, it depends on a wider
range of factors, such as what goals are pursued, what resources are made available,
and what powers are granted. Following the idea expressed by the metaphor of
“Laplace’s demon,” the more reliable the information that was used for the design of
an institution, the better and more efficient will it be.91 The same metaphor can be
used for decision-making processes in institutions after they have been established.

The difficulty inherent in dualistic judgments can be seen in the evaluation of the
institutional setting of the PRC in relation to AI governance. While some commen-
tators see its unique, largely centralized, and integrated politico-legal system
whereby the “government simultaneously assumes multiple roles in the AI
ecosystem as a policymaker, an investor, a supplier, a customer, and a regulator” as
an advantage, others disagree.92 It thus often depends on the eye of the beholder as
expressed in the glass “half-full or half-empty” metaphor and its underlying
paradoxes.93

Distinct from that view would be a non-binary perspective based on fuzzy (or
polyvalent) logic, which differs from traditional logic in which each fact or propo-
sitionmust be either true or false. Fuzzy logic has been defined as “a concept evolving

90 Peter Cihon, Matthijs M. Maas and Luke Kemp, “Should Artificial Intelligence Governance be
Centralised? Design Lessons from History” (2020) AIES ‘20: Proceedings of the AAAI/ACM Conference
on AI, Ethics, and Society 228–234 at 230, https://doi.org/10.1145/3375627.3375857.
91 Pierre-Simon Laplace, Philosophical Essay on Probabilities (ed. Andrew I. Dale) (New York:
Springer, 1995) at 2.
92 Angela Huyue Zhang, The Promise and Perils of China’s Regulation of Artificial Intelligence (28
January 2024) at 3–4, https://ssrn.com/abstract=.
93 Marisa Cenci et al., “Half-full or half-empty? A model of decision making under risk Author links
open overlay panel” (2015) 68–69 Journal of Mathematical Psychology 1–6, https://doi.org/10.1016/j.
jmp.2015.06.006.
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from computer science that attempts to deal with ‘degrees of truth’ rather than a
binary ‘true or false’ logic.”94 The same concept was thought to be mostly alien to
“Western conceptions of legal jurisprudence” but rather to form the underlying idea
of the PRC’s approach to the governance of cyber security and data laws allowing
“regulators to subsequently interpret key terms regarding data in that law in a fluid
and flexible fashion to benefit Chinese innovation.”95

The United States initially took a different approach to AI regulation. At first, the
US left this rapidly evolving area unregulated. Emphasis was put on the development
of AI instead of its regulation, as is visible from the 2019 Presidential Executive Order
on “Maintaining American Leadership in Artificial Intelligence.”96 Gradually, con-
cerns also grew in the US that if left unregulated, AI had the potential “to be
dangerous to public safety and equality.”97 The need to regulate AI was thus slowly
recognized: “[that] Al regulation is done correctly is incredibly important, and the
first step toward doing regulation right is doing regulation at all.”98 As the United
State’s most recent step, President Biden adopted the Executive Order on “Safe,
Secure, and Trustworthy Development and Use of Artificial Intelligence.”99 This
latest document recognizes that for AI to be safe and secure, it requires “robust,
reliable, repeatable, and standardized evaluations of AI systems, as well as policies,
institutions, and, as appropriate, othermechanisms [emphasis added].”100 In terms of
institutional involvement, there is no plan within the Executive Order to establish a
single competent authority as it first names the Secretary of Commerce, who
nonetheless acts through the Director of the National Institute of Standards and
Technology (NIST), but in coordination with the Secretary of Energy, the Secretary of
Homeland Security, and the heads of other relevant agencies as the Secretary of
Commerce may deem appropriate.101 The order thus leaves the exact institutional
involvement to the discretion of the Secretary of Commerce. Underscoring the cross-

94 Max Parasol, AI Development and the ‘Fuzzy Logic’ of Chinese Cyber Security and Data Laws
(Cambridge: Cambridge University Press, 2021) at 12.
95 Max Parasol, AI Development and the ‘Fuzzy Logic’ of Chinese Cyber Security and Data Laws
(Cambridge: Cambridge University Press, 2021) at 11 (and abstract).
96 Executive Order No. 13859, 84 Fed. Reg. 3967 (14 February 2019), https://www.govinfo.gov/content/
pkg/FR-2019-02-14/pdf/2019-02544.pdf.
97 Noah John Kahekili Rosenberg, “Regulating artificial intelligence: call for united states artificial
intelligence agency” (2022) 3(2) Notre Dame Journal on Emerging Technologies (JET) 330–359 at 332.
98 John Frank Weaver, “What does the executive order calling for artificial intelligence standards
mean for ai regulation?” (2019) 2(5)RAIL: The Journal of Robotics, Artificial Intelligence & Law 373–379
at 378.
99 Executive Order 14110 of October 30, 2023, 88 Fed Reg, 210 (1 November 2023), https://www.
govinfo.gov/content/pkg/FR-2023-11-01/pdf/2023-24283.pdf.
100 Section 2 [Italics added]; ibid.
101 Section 4; Executive Order 14110, supra note 99.
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cutting nature of AI, the Secretary of the Treasury is also involved for AI-specific
cybersecurity risks affecting financial institutions.102 The order also highlights the
role of research institutions and other nongovernmental stakeholders in the process
of AI governance. Overall, it relies on the existing politico-legal system to tackle the
challenges posed by AI governance.

In turn, the European Union (EU) has opted for a more comprehensive regula-
tory approach via the AI Act as well as a large number of related instruments, such as
the Digital Service Act, Digital Markets Act, Data Governance Act, or the Civil Liability
Directive, many of which are still in the making. From a governance perspective, the
initial proposal for an AI Act only foresaw the creation of a European AI Board to
assist the Commission in a variety of tasks, such as the contribution “to the effective
cooperation of the national supervisory authorities.”103 The more concrete elabo-
ration of a single governance or institutional support system was left for a recent
decision by which an EU AI Office was to be established “within the Commission as
part of the administrative structure of the Directorate-General for Communication
Networks, Content and Technology.”104

This means that the Commission opted for the use of existing structures to
govern AI issues in the future, without affecting “the powers and competences of
national competent authorities, and bodies, offices and agencies of the Union in the
supervision of AI systems.”105 Its central tasks are further clarified to include a
contribution to “the strategic, coherent and effective Union approach to interna-
tional initiatives on AI,” to “fostering actions and policies in the Commission that
reap the societal and economic benefits of AI technologies,” to “support the accel-
erated development, roll-out and use of trustworthy AI systems and applications that
bring societal and economic benefits and that contribute to the competitiveness and
the economic growth of the Union,” and to “monitor the evolution of AI markets and
technologies.”106 Overall, the EU pursues a bifurcated approach that aims to pursue
“the twin objective of promoting the uptake of AI and of addressing the risks asso-
ciated with certain uses of such technology.”107

In accordance with dualistic thinking, this kind of approach assumes that AI can
be framed as good or bad. But there are doubts as to whether technology can

102 Section 4.3; ibid.
103 Articles 56–58 AI Act, supra note 8.
104 Recitals 5 and 6 of the EC Decision establishing the EU AI Office; European Commission, Com-
mission Decision of 24.1.2024 establishing the European Artificial Intelligence Office, C(2024) 390 final
(24 January 2024) [AI Office Decision].
105 Recital 7 and Art. 1 EU AI Office Decision, ibid.
106 Article 2 EU AI Office Decision; ibid.
107 Recital 2 of the European Commission, Commission Decision of 24.1.2024 establishing the Euro-
pean Artificial Intelligence Office, C(2024) 390 final (24 January 2024).
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generally be framed in such a way. Under the notion of value neutrality, technology
is posed as “morally and politically neutral, neither good nor bad.”108 According to
the first Kranzberg law of technology, however, technology is considered to be
“neither good nor bad; nor is it neutral.”109 This distinctionmakes a good example for
the underlying logic used to interpret language and legal terms, especially those that
are qualified as oxymora and paradoxes. In light of the complexity and oxymoronic
nature of AI and related technologies, it might become necessary to apply a new (e.g.,
polyvalent) logic.110 This need can be well exemplified by, for example, the case of
“fake news,” another alleged oxymoron.111 In a ruling on an alleged case of “fake
news,” the court ruled that “[I]n some cases whether a statement is true or false may
be simply a matter of binary choice: it is either one or the other. In other cases, there
may be degrees of falsity.”112

This finding indicates the occasional need to expand the rule of logic or – for the
sake of greater legal certainty – to formulate rules similar to the conflict of law rules
that clarify what kind of logic shall be applied to the interpretation and imple-
mentation of substantive laws governing AI.113 Most of all, it will be necessary to
broaden the horizon by way of a cognitive change, that is, a change brought about by
an increasing realization of the oxymoronic or “paradoxical nature of nature”
(possibly caused by the paradoxical quality of the human brain).114

At this point, it is hard to conceive of a new logic or new paradigm, just as it is
hard to conceive of any new phenomenon before it has materialized (or has other-
wise been accepted by a critical mass).115 Regarding the future of dualistic thinking
and the plethora of dichotomies, it is equally hard to imagine a perfect equilibrium

108 Boaz Miller, “Is Technology Value-Neutral?” (2021) 46(1) Science, Technology, & Human Values
53–80 at 53.
109 Melvin Kranzberg, “Technology and History: ‘Kranzberg’s Laws’” (1986) 27(3) Technology and
Culture 544–560 at 545.
110 H. Patrick Glenn “Choice of Logic and Choice of Law” in H Patrick Glenn and Lionel D Smith (eds)
Law and the New Logics (Cambridge: Cambridge University Press, 2017) 162–167 at 162; see also John
Dewey, “Logical Method and Law” (1924) 10 Cornell Law Quarterly 17–27 at 27.
111 Edson C. Tandoc Jr., Zheng Wei Lim and Richard Ling, “Defining ‘Fake News’” (2018) 6(2) Digital
Journalism 137–153 at 140, https://doi.org/10.1080/21670811.2017.1360143; Neuwirth, Rostam J., “The
Global Regulation of ‘Fake News’ in the Time of Oxymora: Facts and Fictions about the Covid-19
Pandemic as Coincidences or Predictive Programming?” (2021) 35(3) International Journal for the
Semiotics of Law 831–857; https://doi.org/10.1007/s11196-021-09840-y.
112 Tesla Motors Ltd v BBC, Reference: [2011] EWHC 2760 (QB).
113 Rostam J. Neuwirth, “The ‘Letter’ and ‘Spirit’ of Comparative Law in the Time of ‘Artificial
Intelligence’ and other Oxymora” (2020) 26(1) Canterbury Law Review 1–31 at 25.
114 Narinder Kapur et al., “The Paradoxical Nature of Nature” in: Narinder Kapur (ed.), The Para-
doxical Brain (Cambridge: Cambridge University Press, 2011) 1–13 at 1.
115 Thomas S. Kuhn, The Structure of Scientific Revolutions, 3rd ed. (Chicago: The University of
Chicago Press, 1996).
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between apparent opposites, such as those of machines and humans as reflected in
the oxymoron of the cyborg or AI.116 As a matter of fact, it has been said that in
biology “only dead organisms are in perfect equilibrium,” whereas healthy living
organisms are in “‘dynamic equilibrium’ – a condition of balance that requires
constant work and maintenance to remain sufficiently stable and to adapt to the
ever-changing environment.”117 In the 21st century, the so-called “age of paradox,”118

which is characterized by many “perplexing paradoxes”119 and “essentially
oxymoronic concepts,”120 this term can thus be taken as an adequate “design met-
aphor” to begin the quest for the optimal design for a future dynamic global
governance model for AI in connection with the SDGs and other related policies.

6 Technology, Language, and Law: Legal
Synesthesia

AI can now be taken to constitute a global issue that requires an adequate global
institutional framework for it to be governed efficiently, coherently, and in a
future-proof way. It is hard to conceive of such a framework based on a dynamic
equilibriumwithout fully grasping the potential of AI and, notably, the direction of
its future innovations. To meet this difficulty, it can help to try to get to the root of
the problem, gather what is known so far, and then creatively draw on analogies
from past evolutionary cognitive steps. The obvious starting point is the notion of
AI itself, which – albeit qualified as both a contested and oxymoronic concept121 –
still offers useful insight on its principal purpose. More concretely, research on AI
has been said to be driven by the desire to reproduce the human mind artificially
to better understand its foundations and running mechanisms.122 This is how

116 Timo Siivonen, “Cyborgs and Generic Oxymorons: The Body and Technology inWilliamGibson’s
Cyberspace Trilogy” (1996) 23(2) Science Fiction Studies 227–244 at 229.
117 W. L. Tiemeijer, Self-Control Individual Differences and What They Mean for Personal Re-
sponsibility and Public Policy (Cambridge: Cambridge University Press, 2022) at 210.
118 Charles Handy, The Age of Paradox (Boston: Harvard Business School Press, 1995).
119 James N. Rosenau, “Governance in the 21st Century” (1995) 1(1) Global Governance 13–43 at 13.
120 Rostam J. Neuwirth, ‘Essentially Oxymoronic Concepts’ (2013) 2(2) Global Journal of Comparative
Law 147–166.
121 Aviv Gaon, “Searching for Common Ground: Conceptualizing Artificial Intelligence” (2020) 32(2)
Intellectual Property Journal 129–170 at 161 and Rostam J. Neuwirth, Law in the Time of Oxymora: A
Synaesthesia of Language, Logic and Law (New York: Routledge, 2018) at 199.
122 Pier Luigi Gentili, “The human sensory system as a collection of specialized fuzzifiers: A con-
ceptual framework to inspire new artificial intelligent systems computing with words” (2014) 27
Journal of Intelligent & Fuzzy Systems 2137–2151 at 2137.
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technology can serve to gain insights into the cognitive processes taking place
inside the human brain. The same holds true for language, which is also consid-
ered to provide a “window to themind.”123 Moreover, technology and language are
closely intertwined. Language has been described as a “natural collective tech-
nology that evolved primarily to facilitate efficient communication in populations
whose social structures were becoming increasingly more complex”;124 and
technology has been compared to “a language, a complex interaction of pragmatic,
syntactic and semantic rules of activity.”125 In particular, digital technology can
process language by materializing thoughts as engineering metaphors that
determine the development of future technologies.126 Thus, language can be
regarded as a technology and technology as language, and their close link is
presently well reflected in the disruptive technology of large language models
(LLMs).

In the link between technology and language, an important role is played by the
human senses, which bridge the outer world of the perception with the inner world
of the reception of information. The senses help to make sense and, internally, the
human mind must reach a “consensus” from among potentially conflicting infor-
mation gathered by the different individual senses, as exemplified by the McGurk
effect explaining conflicting information received from the eyes and ears.127 Such
conflicts among the different senses, both known and unknown or undiscovered,
occur among all of them, and have a very practical relevance in the future
enforcement of the AI Act’s prohibition of subliminal AI systems.128 It is also worth
considering the current trend for AI to convergewith technologies of augmented and

123 Gaëtanelle Gilquin, “Language production: A window to the mind?” in Hans Götzsche (ed.),
Memory, Mind and Language (Newcastle: Cambridge Scholars, 2010) 89–102.
124 Salikoko S. Mufwene, “Language as technology: Some questions that evolutionary linguistics
should address” in Terje Lohndal (ed.), In Search of Universal Grammar: From Old Norse to Zoque
(Amsterdam: John Benjamins, 2013) 327–358 at 327; see also Simone Aurora, “Natural Language as a
Technological Tool” (2021) 2(2) Technology and Language/Технологии в инфосфере 86–95, https://doi.
org/10.48417/technolang.2021.02.09.
125 Alexander Nesterov, “Technology as Semiosis” (2020) 1(1) Technology and Language/Технологии
в инфосфере 71–80 at 71, https://doi.org/10.48417/technolang.2020.01.16.
126 Pier Luigi Gentili, “The human sensory system as a collection of specialized fuzzifiers: A con-
ceptual framework to inspire new artificial intelligent systems computing with words” (2014) 27
Journal of Intelligent & Fuzzy Systems 2137–2151, Andy Clark, “Language, embodiment, and the
cognitive niche” (2006) 10 (8) Trends in Cognitive Sciences 370–374 at 370, and Maarten Boudry and
Massimo Pigliucci. “TheMismeasure ofMachine: Synthetic Biology and the Troublewith Engineering
Metaphors” (2013) 44 Studies inHistory and Philosophy of Biological and Biomedical Sciences 660–668.
https://doi.org/10.1016/j.shpsc.2013.05.013.
127 HarryMcGurk and JohnMacDonald, “Hearing lips and seeing voices” (1976) 264Nature 746–748.
128 Rostam J. Neuwirth, The EU Artificial Intelligence Act: Regulating Subliminal AI Systems (New
York: Routledge, 2023) mainly at 54–59.
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virtual reality.129 This trend can already be observed in the recent shift from LLMs to
multimodal LLMs, which can process equally well not only text but also multiple
types of other data, such as “images, text, language, audio, and other heterogene-
ity,”130 that correspond to the multisensory nature of human perception. These
multimodal LLMs indirectly confirm the assumption made by LaPlace’s demon by
showing “superior performance in common-sense reasoning compared to single-
modality models, highlighting the benefits of cross-modal transfer for knowledge
acquisition.”131 In other words, the artificial reproduction of the human mind also
proceeds with a parallel process of the artificial replication of the human sense
organs in the form of e-skins, e-noses, or e-tongues.132

With regard to the interplay among the senses, it is worth noting that the
fragmentation between the individual senses largely results from their historical
study in isolation.133 This itself may be caused by the dominance of dualistic thinking
but stands in stark contrast to the fact that the human perception of the world is a
multisensory one, as the different sensations (through the individual senses) are
somehow brought together into a unified experience.134 This fact is scientifically best
exemplified by the condition of synesthesia, which literally means “to sense
together” but stands for a condition “in which stimulation of one sense generates a
simultaneous sensation in another.”135 However, synesthesia not only describes a
physical condition but also as a metaphor connects law and language in the term of
legal semiotics and legal synesthesia.136 The relevance of synesthesia for law has
already been mentioned for subliminal AI systems. It may also have a wider rele-
vance for global law and legal order in the future. A lack of coordination among the
individual senses may also explain a lack of policy coherence and the present
fragmentation of international law and its specialized organizations. By analogy,

129 Vladimir Geroimenko (ed.),Augmented Reality andArtificial Intelligence: The Fusion of Advanced
Technologies (Cham: Springer, 2023).
130 Jiayang Wu et al., “Multimodal Large Language Models: A Survey” (2023) IEEE International
Conference on Big Data 2247–2256 at 2247, DOI: 10.1109/BigData59044.2023.10386743.
131 Ibid.
132 Rostam J. Neuwirth, The EU Artificial Intelligence Act: Regulating Subliminal AI Systems (New
York: Routledge, 2023) at 68.
133 Iiro P. Jääskeläinen, Introduction to Cognitive Neuroscience (London: Bookboon.com, 2012) at 86
and Lars Kjelldahl,Multimedia: Systems, Interaction and Applications (Berlin: Springer-Verlag Berlin,
1992) at 41.
134 Noam Sagiv, Roger T. Dean, and Freya Bailes, “Algorithmic Synesthesia” in Roger T. Dean (ed.),
The Oxford Handbook of Computer Music (Oxford: Oxford University Press, 2009) 294–311 at 294.
135 Gary R. VandenBos (ed.), APA Dictionary of Psychology, 2nd ed. (Washington: American Psy-
chological Association, 2015) at 1060.
136 Rostam J. Neuwirth, “Legal Semiotics and Synaesthesia” in Anne Wagner and Sarah Marusek
(eds.), Research Handbook on Legal Semiotics (Cheltenham: Edward Elgar, 2023) 86–104.
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legal synesthesia – in attempting to replicate a greater union between different
channels of information – can also provide a technique for the defragmentation of
international law.137 It simply assumes that a change in perception will also trigger
changes in the interpretation of not only legal texts but also all information received
through a combination of different channels.138

Thus, this analogy simply follows the assumption made by Laplace by virtue of
his hypothetical “demon” that the more complete the information, the better the
interpretation of the data received and the more adequate will be the ensuing de-
cision(s). It is no coincidence then that the discourse about AI frequently uses
differentmetaphors ofmagic.139 It often addresses the desire for AI to bemagical and
omniscient in phrases like “digital voodoo,”140 “digital crystal ball,” or even “Google
as God.”141

If language through metaphors or other rhetorical figures of speech, such as
paradox and oxymoron, influences and eventually determines the actual shape or
features of various technologies, the same should be true for the discourse about the
reform of international institutions. Put simply, “the way we talk about things is the
way they will take shape.” By calling it “AI” and “machine learning,” we have given
digital technologies human-like attributes given that “intelligence” was and con-
tinues to be considered an exclusive human privilege in spite of the legitimate
questions raised by the Fermi paradox.142 In that sense, AI is amisnomer because it is
not equal and even less superior to humans.143What remains to ask now iswhat does
it generally and more specifically mean for the debate about a future global insti-
tutional framework that we have qualified AI (and a large number of other

137 Luca Pasquet, “De-Fragmentation Techniques” in Hélène Ruiz Fabri (ed), Max Planck Encyclo-
pedia of International Procedural Law (Oxford: Oxford University Press, 2018) and Rostam J. Neu-
wirth, “International Adjudication and Semiotics” in Hélène Ruiz Fabri (ed.), Max Planck
Encyclopedia of International Procedural Law (Oxford: Oxford University Press, 2021).
138 Anne van Aaken, “Defragmentation of Public International Law Through Interpretation: A
Methodological Proposal” (2009) 16(2) Indiana Journal of Global Legal Studies 483–512.
139 Rostam J. Neuwirth, “Law and the “Digital Magic” of Artificial Intelligence”, in Christine Corcos
(ed.), Law and Magic II (Durham: Carolina Academic Press, forthcoming 2024) and Beth Singler,
“Blessed by the Algorithm: Theistic Conceptions of Artificial Intelligence in Online Discourse” (2020)
35 AI & Society 945–955, https://doi.org/10.1007/s00146-020-00968-2.
140 Paola Carbone and Giuseppe Rossi, “Digital Voodoo:Who DoesWhat?” (2023) 14(1) Pólemos 91–129
at 91, https://doi.org/10.1515/pol-2020-2007.
141 Dirk Helbing, Next Civilization: Digital Democracy and Socio-Ecological Finance – How to Avoid
Dystopia and Upgrade Society by Digital Means, 2nd ed. (Cham: Springer, 2021) at 63–84.
142 See e.g. Stephen Baxter, “The PlanetariumHypothesis: A Resolution of the Fermi Paradox” (2001)
54(5/6) Journal of the British Interplanetary Society 210–216 at 210.
143 James H. Fetzer, Computers and Cognition: Why Minds Are Not Machines (Dordrecht: Springer,
2001) at xii–xix.

26 R. J. Neuwirth

https://doi.org/10.1007/s00146-020-00968-2
https://doi.org/10.1515/pol-2020-2007


phenomena)144 as “oxymora” or contradictions in terms? It should mean that it will
be necessary to embrace contradictions and perhaps adopt a fuzzy or polyvalent
logic based on a synesthetic mode of perception. Based on the linguistic trend, it is
useful to attempt to conceive of how such a future institutional global framework
could or would have to look.

7 Toward a Synesthetic Four-Dimensional
Perspective on Global Governance

Before trying to conceive a future global institutional framework, itmay be helpful to
briefly recapture what is known so far: First, AI marks a complex, all-pervasive or
cross-cutting, cross-boundary, cross-cultural and dynamically evolving phenome-
non, which has repeatedly been interpreted as an oxymoron. In the same order,
these features would require a non-binary or fuzzy, coherent, consistent, pluralist,
and interdisciplinary, as well as global or multilateral framework that allows for a
continuous but stable monitoring process based on a global rule of law. Most of all, it
must not replicate current levels of fragmentation and must avoid the unnecessary
duplication of policies to ensure the realization of the goals that have been formu-
lated. This latter point, of course, presupposes that the UN Common Agenda and
successor of the SDGs yields such clear objectives.

Although these challenges were known long ago, for instance, in the context of
the “trade linkage debate,” the reform of international institutions proved to be very
difficult or nearly impossible. Two apparently competing options were offered in
order to overcome the inertia in the design of a future global institutional frame-
work, namely to either wait for the advent of another major global cataclysm or to
prevent the former by accelerating the cognitive change that triggers institutional
change.145 In preference for the latter, an attempt has been made to visualize the
cognitive changes, notably in perception, that may assist in the emergence of a more
coherent global institutional framework.

To begin to imagine such order, synesthetic perception and paradoxes and
oxymora were supposed to be able to facilitate the way for a new cognition and un-
derstanding of reality. Such new cognition can be exemplified by a simple experiment
mentioned in the book “The Paradox Process,” in which the following task is given:

144 Rostam J. Neuwirth, Law in the Time of Oxymora: A Synaesthesia of Language, Logic and Law
(New York: Routledge, 2018).
145 Cf. Antonio Donini, “Crashing Waves and Rising Tides: The Case for UN 2.0” (2020) 62 Global
Governance 262–275 at 267 and Andrew T. F. Lang, “Reflecting on ‘Linkage’: Cognitive and Institu-
tional Change in the International Trading System” (2007) 70(4)Modern Law Review 529–549 at 529.
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Put six wooden matches on the table or desk before you, as shown on the next
page. Make an equilateral triangle from three of them. Use the remaining three
matches to complete three more triangles, for a total of four. Each side of each
triangle is to be the full length of a match.146

Basically, the task consists in creating three equilateral triangles from just six
matches as depicted in Figure 1. While the solution of the experiment is provided in
the annex, the point that is made here is that the solution of any problem involves at
least two steps: First, to start from the problem itself and, second, to add a tran-
scendent element or “new dimension” to the problem. For an example from tech-
nology, it is noteworthy that “the same technology used to ‘poi-son’ or attack a system
(e.g., adversarial attacks) can then be adapted for use as a protection against the
threat (e.g., adversarial machine learning) and so on and so forth.”147 Generally, the
new dimension consists of a hitherto unknown or unrecognized aspect, which can
also be interpreted to mean more or better information. In this regard, the term is
chosen for a reason, namely because Albert Einstein had used it for his scientific
explanation of reality as “a four-dimensional space-time continuum.”148 This also
matches the explanation of human evolution, which is also said to proceed along four
dimensions and to not merely follow the nature versus nurture dichotomy.149

Similarly, the progressive shift from two-dimensions, or 2D, to 3D, 4D, and even 5D
perspectives in cinema and converging in a future immersive technology is well
documented.150 It is difficult to generally define what exactly is meant by invoking
four dimensions. Going back in time, one can find a reference to the fourth dimen-
sion by referring to the human perception as follows:

Figure 1: Six matches.

146 Derm Barrett, The Paradox Process: Creative Business Solutions, Where You Least Expect to Find
Them (New York: American Management Association, 1998) at 147.
147 Rostam J. Neuwirth, “Prohibited artificial intelligence practices in the proposed EU artificial
intelligence act (AIA)” (2023) 48(105798) Computer Law& Security Review 1–14 at 10, https://doi.org/10.
1016/j.clsr.2023.105798
148 Albert Einstein, Relativity: The Special and General Theory (New Yark: H. Holt & Company, 1920)
at 379.
149 Eva Jablonka andMarion J. Lamb, Evolution in Four Dimensions: Genetic, Epigenetic, Behavioral,
and Symbolic Variation in the History of Life (Cambridge: The MIT Press, 2005) at 1.
150 Anna Hamilton Jackman, “3-D cinema: immersive media technology” (2015) 80 GeoJournal
853–866, https://doi.org/10.1007/s10708-015-9651-5
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Is it not more than possible, is it not more than probable, that there is a Fourth
Dimension to which our eyes have not been opened, and that our so-called dead are
living in this world, and that through our own development communication with
them will come; that this new world is all around and about us, and is a world of an
infinite variety of color and sound; that it is nature’s great vacation ground; that we
enter it at so-called death; that in reality there is neither birth nor death, but that
dying is but the passing into a larger life, and birth and effort to express externally
some of the wonder and glory of that which we now call the Undiscovered Country;
that in this Fourth Dimension all other dimensions exist but varying in degree and
not in kind; that length, breadth, and thickness exist as much as they do in our three
dimensional worlds, but that we are not able to see them or know them because the
rate of vibration is so high that the physical eye and ear are incapable of seeing and
hearing; that it is only when both are disclosed to the outer eye that we apprehend
what may be termed an inner vision, and an inner hearing?151

Undoubtedly, this paragraph carries many – and fundamental – questions. It
refers to the fourth dimension as ametaphor for future developments and paradigm
shifts in science and human evolution that, paradoxically, will both drastically alter
our perception to broaden our understanding of reality and alter the cognitive
means of perceiving reality. It also implies a transcendence of dualistic thinking
expressed in the form of dichotomies and often prompted by paradoxes offering
“powerful opportunities to test models and conceptual frameworks, and to enable
true ‘paradigm shifts’ in certain areas of scientific inquiry.”152 In this sense, the
notion of “fourth dimension” also relates to oxymora and paradoxes as the language
of the future, which allows for the debate of a future reality before that reality has
materialized and been experienced. It therefore resembles expressions similar to
“intuitive thinking,” “oxymoronic thinking,” or “thinking outside the box,” concepts
that describe cognitive efforts to bring about an enhanced understanding of re-
ality.153 In line with magical metaphors of technology, it also relates to “magical
thinking” as a way to think about problems for which “the more traditional in-
stitutions often cannot provide satisfactory solutions.”154

151 Charles Brodie Patterson, A New Heaven and a New Earth or the Way to Life Eternal (Thought
Studies of the Fourth Dimension) (New York: Thomas Y. Crowell, 1909) at 90–91.
152 Narinder Kapur et al., “The Paradoxical Nature of Nature” in: Narinder Kapur (ed.), The Para-
doxical Brain (Cambridge: Cambridge University Press, 2011) 1–13 at 1.
153 For an overviewof different concepts on novelmodes of thinking, see Rostam J. Neuwirth,Law in
the Time of Oxymora: A Synaesthesia of Language, Logic and Law (New York: Routledge, 2018) at 171–
173.
154 Paula Eleta, “The Conquest of Magic Over Public Space: Discovering the Face of PopularMagic in
Contemporary Society” (1997) 12(1) Journal of Contemporary Religion 51–67 at 51, https://doi.org/10.
1080/13537909708580789.
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The etymology of “dimension” refers to “measuring,” and it can also be regarded
as a unit by which to measure the (scientific) understanding of any phenomenon,
including that of reality. Every subsequent dimension is superseded by a higher level
(or greater dataset) of information. This can bewell visualized by the depiction of the
geometric figure of a cube in different dimensions (Figure 2). Thus, a cube is merely a
point in a 0D space, a line in a 1D, plane in a 2D, and only a “true” cube in a 3D space. A
cube from a four-dimensional perspectivewas called a “Tesseract” by Charles Hinton
and depicted as in Figure 3.155

It can be derived from the different dimensions that a lower dimension’s level of
information does not allow for an accurate judgment. Inversely, a higher dimension
usually contains more accurate information from which to judge a phenomenon.
These principles can be visualized by drawing five circles on a two-dimensional

Figure 2: Hypercube, [CC BY-SA 3.0] https://en.wikipedia.org/wiki/Hypercube.

Figure 3: Tesseract.

155 Charles Howard Hinton, The Fourth Dimension (London: Swann Sonnenschein, 1901) at 159.
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plane (see Figure 4). To an entity only living in a two-dimensional reality, it would
therefore be very difficult or even impossible to exactly statewhat they are. From the
perspective of a 2D plane, they could be five glasses, five chandeliers, five finger tips,
or anything with a round base. To judge them more accurately, the information
provided from a 3D perspective of length, width and height would be required. This
means that the same quality can be assumed for judging any phenomenon from a 4D
perspective. To this end, however, it would be required to knowwhat constitutes the
fourth dimension after the three spatial criteria of length, width, and height.

Based on Einstein’s description of the world, the fourth dimension would be
time. This also matches the conclusions drawn about time as a way to solve any
contradictions expressed by way of paradoxes or oxymora.156 It also corresponds to
OscarWilde’s remark that “paradox is theway of truth,”157 or perhaps, of at least a 4D
truth. A similar hidden hint may be found in Shakespeare’s Hamlet, in which he
wrote: “This was some time a paradox, but now the time gives it proof.”158 This has
also been illustrated by the lawyer paradox, which solves an apparent logical
dilemma of judges by “left the question undecided, and deferred the cause to a very
distant day.”159 Last, the theoretical physicist Carlo Rovelli stated that our modern
languages dividing reality in the dichotomy of past and future do not allow us to fully
grasp the complexity of time.160 This statement could allow for the opposite
conclusion that paradoxes and oxymora – in comparison with dichotomies – could
provide a more accurate account of the phenomenon of time. Similarly, Albert

Figure 4: Five circles.

156 Rostam J. Neuwirth, Law in the Time of Oxymora: A Synaesthesia of Language, Logic and Law
(New York: Routledge, 2018) at 259.
157 Oscar Wilde, The Picture of Dorian Gray (London: Ward, Lock & Co., 1891) at 58.
158 William Shakespeare,Hamlet, Prince of Denmark: A Tragedy (Leipzig: Theodor Thomas, 1857) at
100 [Italics added].
159 Aulus Gellius, The Attic Nights, vol 1 (London: J. Johnson, 1795) at 305–307.
160 Carlo Rovelli, The Order of Time (New York: Riverhead Books, 2018) at 111.
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Einstein also called the distinction between past, present, and future an illusion or,
more precisely “a stubborn one.”161

Translated into the legal realm, it could then well mean that in dealing with
paradoxical or oxymoronic phenomena, regulatory paradoxes provide the best
response in terms of both reconciling the apparent contradictions as well as future-
proofing the laws. For the regulation of technologies andAI, the crucial role of time in
finding the best moment of intervention also forms the subject of two paradoxes,
namely the Collingridge dilemma and the Amara paradox. Basically, both paradoxes
are a reminder that the right temporal moment to intervene is crucial; that inter-
vention should neither happen too early nor too late. Nor should the law merely
become relevant ex post (e.g., through tort or fines) or ex ante (e.g., through
licensing).162 Instead, the law should achieve a maximum level of protection at all
stages of the life cycle of AI, even before the initiation of the process of developing a
technology. This again requires a sound scientific understanding of the phenomenon
of the perception of time.

Unfortunately, such understanding is still not within reach, but it is again an
oxymoron that will point the way. More precisely, the notion of “space-time” was
qualified as an oxymoron “in the sense that it is unusual for a geometrical coordinate
system tomix units” given that the “first three units are in units of distance, while the
fourth looks as though it is a unit of time.”163 Perhaps in this regard, it is useful to
consider time and space as related and not opposite as Jean Piaget observed based on
children’s perception of time:

Space is a still of time, while time is space in motion – the two taken together
constitute the totality of the ordered relationships characterizing objects and their
displacements.164

The paradox between time and space could thus be dissolved by regarding time
as another spatial (but dynamic) extension of 3D space. Time is also crucial to
organizing, and the paradoxes of time play an important part in organization.165 In
this regard, it is interesting that from a technological standpoint, the work on the
artificial replication of the human senses via AR and VR proceeds from the simple

161 Albert Einstein, Michele Besso: Correspondance, 1903–1955 (Paris: Hermann, 1979) at 136.
162 Gianclaudio Malgieri and Frank Pasquale, “Licensing high-risk artificial intelligence: Toward ex
ante justification for a disruptive technology” (2024) 52(105899) Computer Law& Security Review 1–18,
https://doi.org/10.1016/j.clsr.2023.105899.
163 JosephMazur. The ClockMirage: OurMyth of Measured Time (NewHaven: Yale University Press,
2020) at 115.
164 Jean Piaget, The Child’s Conception of Time (New York: Basic Books, 1969) at 2.
165 Natalie Slawinski and Pratima Bansal, “The Paradoxes of Time in Organizations” in Wendy K.
Smith et al. (eds.), The Oxford Handbook of Organizational Paradox (Oxford: Oxford University Press,
2017) 372–392.
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assumption that time is the fourth dimension.166 Linguistic experiments that have
been conducted seem to confirm this as well based on the metaphorical relationship
between space and time, which “revealed that people are unable to ignore irrelevant
spatial information when making judgments about duration, but not the
converse.”167 Accordingly, time would be an extension of space since people usually
talk and think about time in spatial terms (e.g., short vacation, a long day, or time
flies) but not the other way around. Another link between space and time is that the
faster we seem to live (e.g., because of enhanced transportation), the less time we
seem to have.168

Cutting a long story short and applying a 4D view to the purpose of the global
governance of AI and other urgent globalmatters, it means that the design of a future
institutional framework must not only cover the three dimensions of space but also
include the fourth dimension of time. In cognitive terms, four-dimensional or 4D
thinking means to allow knowledge to be gained about the present state of an object
in terms of its three-dimensional shape and derived functions as well as to see its
shape not only as awhole but also in terms of the sumof all its constituent parts. Such
a sense would, like X-ray vision, allow for tracing the entire life cycle of the object
back and forth equally in time, that is, to see its origin and possible end.

For law, 4D thinking would also bring radical changes. For the present purpose,
it means considering not only the establishment of an institution at any place in time
but also its future tasks and adaptations to future challenges as captured by the
notion of future-proofing in law. This task also requires a different approach to four-
dimensional time through increased efforts of foresight, forecasting, and upstream
thinking.169 It is a kind of thinking that will also be based on an extended new logic of
fuzzy or polyvalent thinking as well as novel cognitive functions developed from a
greater unity of the senses (or respective channels of information).

In institutional terms, applying four-dimensional thinking will need novel and
more inclusive structures compared to the usual hierarchical models found at to-
day’s local, national, regional, and global levels. A comparative look at different

166 Dieter Fritsch and Michael Klein, “3D and 4D modeling for AR and VR app developments” (2017)
23rd International Conference on Virtual System & Multimedia (VSMM) 1–8 at 1, doi: 10.1109/VSMM.
2017.8346270.
167 Daniel Casasanto and Lera Boroditsky, “Time in the Mind: Using Space to Think about Time”
(2008) 106 Cognition 579–593 at 579, https://doi.org/10.1016/j.cognition.2007.03.004.
168 Christian Frey Dahl, The Paradox of Technology and Time – A Symmetrical Approach (Oslo: Uni-
versity of Oslo: 2002) at 1, https://www.duo.uio.no/bitstream/handle/10852/17795/ESSTxMasterx
ThesisxChristianxFreyxDahl.pdf?sequence=1.
169 Rostam J. Neuwirth, “Future Law, the Power of Prediction, and the Disappearance of Time”
(2022) 4(2) Law, Technology and Humans 38–59 at 42, https://doi.org/10.5204/lthj.2376 and Dan Heath,
Upstream: The Quest to Solve Problems Before They Happen (Avid Reader Press, 2020).
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organizational charts or organigrams of most institutions, for example, the UN
system, including its different specialized UN agencies,170 the WTO,171 or other
governmental organizations, reveals that they are structured in a similar hierar-
chical way.172 Moreover, a comparison of different national or supranational sys-
tems, such as those of the US, the EU, or the PRC, reveals that regulation alone is “not
capable of supporting sufficient change in the institutional environment” but instead
requires a holistic combination of all institutional pillars.173 Even the same political
system, whichmay have undergone drastic changes in the past centuries, will still be
based on a similar kind of hierarchical structure except that perhaps the terminol-
ogies will have changed in line with the transition from monarchies to republics.

It is also interesting that oftentimes these institutional organigrams have
scarcely changed from their establishment until today, as can be seen fromUNESCO’s
chart in 1946 and 2018 (Figure 5).174 If at all, the original organigram from 1946
appeared slightly more flexible and dynamic than the latest from 2018.

Figure 5: UNESCO organigramms 1946 and 2018.

170 United Nations, “UN System Chart” (2021), https://www.un.org/en/delegate/page/un-system-
chart.
171 WTO, “WTO Organization Chart”, https://www.wto.org/english/thewto_e/whatis_e/tif_e/org2_e.
htm.
172 See the different examples of organigrams provided by Org Chart, “Examples”, http://www.
orgcharting.com/category/org-chart-examples/.
173 Valtteri Ranta et al., “Exploring institutional drivers and barriers of the circular economy: A
cross-regional comparison of China, the US, and Europe” (2018) 135 Resources, Conservation &
Recycling 70–82 at 79, https://doi.org/10.1016/j.resconrec.2017.08.017 [citation omitted].
174 UNESCO Digital Archives. “Organizational Charts”, https://unesdoc.unesco.org/archives/
organization-charts.
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Even if at this stage, no concrete models of 4D institutional structures exist,
multiple ideas exist that transcend the former hierarchical models. For instance, the
concept of “collective (or crowd) intelligence” provides some guidance for novel
organizational models. Its history in human societies suggests that it is not only an
oxymoron but also one “riven with paradoxes.”175 Due to this quality, collective
intelligence can be applied to all areas of human interaction, whether it is in busi-
ness, politics, or law.176 It was also proposed as a model for the UN.177 Not surpris-
ingly, but paradoxically, collective intelligence also has a role to play in AI as does AI
in the use of collective intelligence.178

Overall, the principal challenge is how to best organize decision making based
upon an optimal balance between individual and collective interests. This can
certainly be better achieved by a less hierarchical and static organizational struc-
ture. Inspired byH.G.Wells’ notion of a “world brain,”179 it is high time tomake use of
AI for the governance of AI or, better, the governance of global affairs in the age of AI.
This involves, first, creative ideas about future organizational structures other than
the plethora of hierarchical models in place.

In this respect, the terms “overarchy” and “holarchy” provide useful points of
departure for a scale from a total separation via the interaction between different
agencies or entities to their overlap and optimal connection through complete
integration.180 So-called “Borromean rings,”which are described as an order of three
circles where “no two elements interlock, but all three do interlock,” can provide
symbolic models that help to visualize a dynamic change from total isolation

175 Rostam J. Neuwirth, Law in the Time of Oxymora: A Synaesthesia of Language, Logic and Law
(NewYork: Routledge, 2018) at 42; Lex Paulson, “ABrief History of Collective Intelligence, Democracy,
and Governance” in Stephen Boucher, Carina Antonia Hallin and Lex Paulson, The Routledge
Handbook of Collective Intelligence for Democracy and Governance (New York: Routledge, 2023) 3–30
at 3; and Richard M. Gale, “Time, Temporality, and Paradox” in Richard M. Gale (ed.), The Blackwell
Guide to Metaphysics (Oxford: Blackwell, 2002) 66–86.
176 Rajagopal, Crowd-Based Business Models: Using Collective Intelligence for Market Competitive-
ness (Cham: Palgrave Macmillan, 2021) and Thomas W. Malone and Michael S. Bernstein (eds.),
Handbook of Collective Intelligence (Cambridge: The MIT Press, 2015).
177 Bassey Ekpe, The United Nations and the rationale for collective intelligence (Amherst: Cambria
Press, 2009).
178 John Danaher et al., “Algorithmic Governance: Developing a Research Agenda through the
Power of Collective Intelligence” (2017) 4(2) Big Data and Society 1–21, https://doi.org/10.1177/
2053951717726554 and Pranav Gupta and Anita Williams Woolley, “Articulating the Role of Artificial
Intelligence in Collective Intelligence: A Transactive Systems Framework” (2021) 65(1) Proceedings of
the Human Factors and Ergonomics Society Annual Meeting 670–674, https://doi.org/10.1177/
1071181321651354c.
179 Herbert G. Wells, World Brain (San Bernardino: Read Books Ltd, 2016) at 16.
180 Hosny A. Abbas, “Exploiting the Overlapping of Higher Order Entities within Multi-Agent Sys-
tems” (2014) 6(3) International Journal of Agent Technologies and Systems 32–57 at 35.
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between two or more entities (or organizations) toward their complete integration
in line with the different states from zero- to four-dimensional perspectives
(Figure 6).181

The concept of holarchy was derived by Arthur Koestler from “holon,” an
oxymoron deliberately coined as a blended word from the Greek holos – whole –

with the suffix – on (as in neutron, proton), and was defined as follows:
The concept of the holon is meant to supply the missing link between atomism

and holism, and to supplant the dualistic way of thinking in terms of “parts” and
“wholes,” which is so deeply engrained in our mental habits, by a multi-levelled,
stratified approach.182

As an oxymoron bridging the biggest and smallest entities in the universe, it is
also a fit theoretical concept for seeking to organize the complex and dynamic
relationships between an individual and their sum as a collective whole. The
structure of a holarchy as opposed to a hierarchy can also be illustrated by the
mutual relation between the human senses. In history, the individual senses were
largely studied and portrayed in isolation from each other. From the perspective of
synesthesia as a multisensory mode of the perception of reality, the senses ought to
be structured more like a holarchy as opposed to a hierarchy, as shown in Figure 7.

Compared to a hierarchy, a holarchy appears to be able to better coordinate
different channels of information and thereby contribute to a greater coherence in
decision making. Additionally, holarchic structures should be combined with
decentralized polycentric models to better reflect the interaction between the
diverse world’s legal systems or jurisdictions, which are closely intertwined. Such
holarchic polycentric structures also appear to correspond to the structures char-
acterizing the human brain, as theywere beautifully illustrated by Santiago Ramón y

Figure 6: Borromean rings in 4D.

181 Slavik V. Jablan, “Are Borromean Links So Rare?” (1999) 14 Forma 269–277.
182 Arthur Koestler, “Beyond Atomism and Holism – The Concept of the Holon” (1970) 13(2) Per-
spectives in Biology and Medicine 131–154 at 136.
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Cajal (Figure 8).183 Therefore, in a first and realistic step, the various possibilities
offered by electronic governance in combination with networks or the Internet must
be used by the existing system of international governance. This can take both the
formof a virtual Global Secretariat interlinking different jurisdictions, consisting of a
ubiquitously accessible database of law and policies as it has been described in a
future dystopian scenario of global governance.184 It can and should be combined
with the different electronic file systems used by governments, which – as different
from the traditional paper file – have the advantage that virtual branches can be
created ex ante that simultaneously connect different administrative units, de-
partments, ministries, or international organizations, allowing them to enhance the
coherence of their decisions.185 As amatter of fact, AI is being usedmore andmore by
national administrations, and adequate usage at the global level should also be
discussed but not without due consideration of related ethical concerns.186

Figure 7: Hierarchy versus holarchy of the senses.

183 Santiago Ramón y Cajal, Studien über die Hirnrinde des Menschen (Leipzig: Johann Ambrosius
Barth, 1900) at 64.
184 Rostam J. Neuwirth, “GAIA 2048 –A ‘Glocal Agency in Anthropocene’: Cognitive and Institutional
Change as ‘Legal Science Fiction’”, in Meredith Kolsky Lewis, Junji Nakagawa, Rostam J. Neuwirth,
Colin B. Picker and Peter-Tobias Stoll, (eds.), A Post-WTO International Legal Order: Utopian,
Dystopian and Other Scenarios (Cham: Springer, 2020) 71–92.
185 See e.g. the central electronic filing system used by the Federal Government of Austria; Bun-
desrechenzentrum (BRZ), “ELAK – Der elektronische Akt”, https://www.brz.gv.at/was-wir-tun/
services-produkte/elak.html.
186 Iris Eisenberger and Franz Merli, „Automatisierung, Algorithmen und künstliche Intelligenz in
der öffentlichen Verwaltung. Eine Positionsbestimmung” (2023) 31 Journal für Rechtspolitik 25–37,
https://doi.org/10.33196/jrp202301002501.
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Two principles are important in this regard. First, that information flows
are multidirectional, meaning that they can go every direction in every direc-
tion. Second, it is important that there be awareness that the decision-making
progress takes place within a hermetic, that is, a closed system, just like all data
received through the individual senses are received and channeled within the
human mind. For a multidirectional flow of information and generally para-
doxical modes of thinking, it is also crucial that the dominant modes of thinking
not be restricted to dualism and binary logic. It additionally requires a more
fuzzy or polyvalent logic, like the one of dialetheism, which holds that there can
be contradictions that are true and others that are false.187 The ultimate judg-
ment of any situation, whether apparently contradictory or not, will depend on
the moment that is singled out in both time and space. In this regard, 4D
thinking requires that any decision taken must be reminiscent of the paradox-
ical connection between time and space as expressed by the notion of spacetime.
What may sound vague and bizarre now will become clearer once human
cognition has evolved in its ability to perceive reality from a 4D perspective. The
current trend of a shrinking or acceleration of the perception of time appears to
testify to such trend.188

Figure 8: Sternenmodel.

187 Graham Priest, “Dialectic and Dialetheic” (1990) 53(4) Science and Society 388–415.
188 Rostam J. Neuwirth, “Future Law, the Power of Prediction, and the Disappearance of Time”
(2022) 4(2) Law, Technology and Humans 38–59 at 45, https://doi.org/10.5204/lthj.2376.
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8 Conclusions
Words and magic were in the beginning one and the same thing, and even today words retain
muck of their magical power.189

As this article argued, the present time of a heated debate about the governance of AI
should, first and foremost, be framed not by a narrative of a “global race toward the
regulation of AI” but instead as “a race toward the global regulation of AI.” The reason
is that such a narrative is dangerous because language – due to its inherent magical
power – greatly matters, as it influences not only the world of thoughts but also of
actions. The alternative narrative of a global regulation of AI offers a more inclusive
and sustainable alternative, one which more completely corresponds to the “all-
pervasive” or cross-cutting, cross-boundary, and cross-cultural nature of AI. This
quality of AI in combination with other relevant technologies, such as the Internet of
Things, robots or smart cobots,190 neurotechnologies, and augmented and virtual
reality, equally advocates that the successful regulation of AI requires that it be
linked not only to the goals enshrined in the SDGs but also their possible successor to
be formulated in the “Summit of the Future” scheduled for fall 2024. This wider goal,
namely to use AI to achieve a future set of fundamental goals formulated by the
global community for humanity, requires not only a strong consensus on the sub-
stantive aspects of AI regulation but also parallel efforts to set up a global institu-
tional framework adequate to address the present and future global governance
issues.

To establish an adequate future institutional framework based on a global
legal order, it is necessary to overcome the present levels of fragmentation of
international law and the international legal system. Therefore, the International
Law Commission should follow up on its 2006 report on the fragmentation with a
future report on the institutional aspects of this problem.191 In this respect, it is
highly regrettable to observe the continuing inertia or perceived obstacles to the
reform of the present international system – the so-called international “systemic
chaos” – by the international community that began from the establishment of the
present international system under the aegis of the UN. In this context, it is also
frustrating to note the reigning resignation in global affairs, which presupposes

189 Sigmund Freud, The Major Works of Sigmund Freud (Chicago: William Benton, 1952) at 450.
190 Riccardo Vecellio Segate and Angela Daly, “Encoding the Enforcement of Safety Standards into
Smart Robots to Harness Their Computing Sophistication and Collaborative Potential: A Legal Risk
Assessment for European Union Policymakers” (2023) European Journal of Risk Regulation 1–40 at 3,
https://doi.org/10.1017/err.2023.72.
191 General Assembly, Report of the International Law Commission – Seventy-fourth session (24
April–2 June and 3 July–4 August 2023) at 72–73, https://documents.un.org/doc/undoc/gen/g23/164/09/
pdf/g2316409.pdf?token=3aedEN2bAuiVzSmDSd&fe=true.
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that only a major cataclysm, like aWorldWar III, could provide a realistic impetus
for global reform efforts. By contrast, the present article follows theories of
institutional change that see the main cause for institutional transformation and
reform not (exclusively) in external but also in combination with internal cogni-
tive causes. In this regard, the current growing global consensus about ethical
concerns related to AI as a technology aiming to replicate the humanmind offers a
unique opportunity for upstream thinking or, in other words, to address the ur-
gent global problems not only before they grow (further) out of control but
possibly also before they even arise. To this end, it is necessary to tap into the
imaginative power of the human mind to predict the future by creating it akin to a
self-fulfilling prophecy.

Thus, the choice for all stakeholders, which is humanity as a whole, is clear: We
must either actively change the mind to change the world or let the changes in the
world force the future changes into our minds. In this regard, the article aimed to
highlight the need for an extension of traditional modes of dualistic thinking tomore
flexible or fuzzy modes of oxymoronic, paradoxical, or “four-dimensional thinking.”
Given the human cognitive difficulties of expressing phenomena that have not yet
materialized in language, the article simply aimed to connect the different bits and
pieces of human perception with language, technology, and law in order to draw the
contours of a future framework of human cognition by describing and visualizing
some aspects of a “four-dimensional space-time continuum” in the way that Albert
Einstein tried to more accurately describe the reality of our world.
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