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Abstract

Egocentric sensors such as AR/VR devices capture
human-object interactions and offer the potential to pro-
vide task-assistance by recalling 3D locations of objects
of interest in the surrounding environment. This capability
requires instance tracking in real-world 3D scenes from ego-
centric videos (IT3DEgo). We explore this problem by first
introducing a new benchmark dataset, consisting of RGB
and depth videos, per-frame camera pose, and instance-level
annotations in both 2D camera and 3D world coordinates.
We present an evaluation protocol which evaluates tracking
performance in 3D coordinates with two settings for en-
rolling instances to track: (1) single-view online enrollment
where an instance is specified on-the-fly based on the human
wearer’s interactions. and (2) multi-view pre-enrollment
where images of an instance to be tracked are stored in
memory ahead of time. To address IT3DEgo, we first re-
purpose methods from relevant areas, e.g., single object
tracking (SOT) — running SOT methods to track instances
in 2D frames and lifting them to 3D using camera pose and
depth. We also present a simple method that leverages pre-
trained segmentation and detection models to generate pro-
posals from RGB frames and match proposals with enrolled
instance images. Our experiments show that our method
(with no finetuning) significantly outperforms SOT-based ap-
proaches in the egocentric setting. We conclude by arguing
that the problem of egocentric instance tracking is made
easier by leveraging camera pose and using a 3D allocentric
(world) coordinate representation. Dataset and open-source
code: https://github.com/IT3DEgo/IT3DEgo.

1. Introduction
Egocentric video obtained from AR/VR devices provides

a unique perspective that captures the interaction between the
human wearer and the surrounding 3D environment. With
the rapid development of AR/VR hardware, there is increas-
ing interest in building assistive agents [46, 62, 64, 73], that
track the user’s environment and provide contextual guidance
on the location of objects of interest (illustrated in Figure 1).
We argue that developing such an agent requires solving the

largely unexplored problem of tracking object instances in
3D from egocentric video.

Why this problem? First, tracking in egocentric video is
a novel and underexplored problem, compared to the well-
studied tracking from fixed, third-person viewpoints. More
broadly, egocentric visual understanding tasks, such as hu-
man pose estimation and trajectory prediction [4, 18, 69] are
a growing area of interest. Second, tracking in 3D scenes
is essential in robotics, autonomous driving, and AR/VR
applications. Compared to the 2D counterpart, tracking ob-
jects in 3D is crucial for an agent to not only understand the
surrounding 3D environment but also to determine precise
locations for planning and navigation. Combining the two
perspectives above, there is a broader question of what infor-
mation processing constraints govern how the human visual
system integrates egocentric sensory data into a seemingly
allocentric perception of the world around us.

Challenges and new opportunities. (1) Egocentric video
often features motion blur, hand occlusions, and frequent
object disappearances and reappearances which make the
2D tracking problem very challenging from pure visual sig-
nals [18, 65]. Tracking in 3D offers an opportunity to fuse
additional sensor streams, such as depth and camera pose,
to improve accuracy. Unlike 2D tracking with a moving
camera, 3D tracking in world coordinates allows the model
to leverage the unique prior information – an object should
remain still unless being interacted with the human operator.
(2) For the downstream application of task guidance, we
propose exploring novel approaches to identify or enroll ob-
ject instances to be tracked. One approach is automatically
enrolling objects with which the user interacts or identifies
via hand gestures such as pointing. Alternatively, object
instances relevant to a particular task could be pre-enrolled
based on a collection of images that specify the visual ap-
pearance of the object in advance.

Contribution 1: Dataset collection. To our best knowl-
edge, no existing dataset supports exploring the problem of
IT3DEgo (c.f. Table 1). The recent Ego4D dataset [27] high-
lights some of these challenges. However, the Ego4D dataset
only provides RGB frames1 and sparse annotations (may

1Ego4D does provide a sparse set of camera poses (less than 15% of
frames) estimated with COLMAP and predicted depth maps using monocu-
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Figure 1. Motivation for the proposed IT3DEgo benchmark task. We envision the real-world application of an assistive agent that
continuously tracks enrolled object instances in 3D and can provide navigation guidance to users to retrieve object instances at any time.
Tracked objects are either enrolled online (first row in the library) where objects of interest are identified automatically based on user
interactions or pre-enrolled (bottom four rows in the library), where task-relevant objects are modeled from a collection of photos taken
from different views. The former setup comes with additional in-context sensor information, such as camera pose and depth while the latter
features richer visual information.

miss potential object location changes), making it unsuitable
to fully explore the problem. We collect a new benchmark
dataset with HoloLens2, including an RGB camera, a depth
sensor, four grayscale cameras, per-frame camera pose and
coarse scene geometry as a mesh. We describe the details
of dataset statistics, capture procedures, and annotations in
Section 3.2.

Contribution 2: Benchmarking protocol. We propose a
new IT3DEgo Benchmark for studying instance tracking in
3D scenes from egocentric videos with two settings for how
objects are selected for tracking. (1) Tracking with single-
view online enrollment (SVOE) studies the scenario where
object instances of interest are defined on-the-fly, i.e., objects
are specified with a 2D bounding box in the frame where they
first become fully visible to the user. (2) Tracking with multi-
view pre-enrollment (MVPE) assumes objects of interest
are specified by multiple photos of the object of interest
from different viewpoints before the tracking system starts.
As detailed in Section 3.1, we evaluate performance with
standard precision/recall metrics as well as geometric L2 and
angular errors used in the Ego4D VQ3D evaluation [27].

Contribution 3: Technical explorations. Since our
benchmark task is novel and underexplored in the literature,
it is natural to re-purpose and evaluate existing approaches
(e.g., SOT methods). We also explore an alternative piece-
wise constant velocity method that utilizes the Kalman fil-
ter [31] with instance proposals from SAM [34] and encoded
by DINOv2 [48], resulting in drastic performance improve-
ment over state-of-the-art SOT methods. Section 4 and 5
provide details regarding baselines and benchmark results,
respectively. From the experimental results, we provide the
following insights: Tracking object instances in egocentric
videos is easier in 3D scenes leveraging camera poses and

lar depth estimation.

depth maps. Intuitively, an object not being interacted with
has the same 3D position in a predefined world coordinate
but the positions in 2D frames can change drastically due
to the head motion. As a result, existing state-of-the-art 2D
SOT approaches perform poorly on egocentric data. Future
work should address the problem of re-identifying objects
by leveraging the camera poses and accurately identifying
and updating object motion changes.

2. Related Work

Egocentric video datasets have been developed to study
different problems over the last decade [11, 20, 27, 37, 51,
63]. Traditionally, egocentric video understanding has fo-
cused on tasks such as activity recognition [32, 52, 53, 59],
human-object interactions [10, 41, 42], and inferring the
camera wearer’s body pose [30, 45, 57, 69]. Recently, more
tasks have emerged due to the increasing interest in ego-
centric videos, such as action anticipation [21, 22, 56], pri-
vacy protection [14, 58, 66], and estimating social interac-
tions [38, 47, 79]. However, object tracking in egocentric
videos is largely underexplored in the literature until the
introduction of recent datasets[18, 65]. These existing track-
ing datasets only support 2D tracking, which motivates us
to collect and setup a new benchmark to evaluate real-world
3D instance tracking.

Tracking in 3D scenes aims to identify objects of inter-
est in 3D space from a sequence of frames. The prediction
output format depends on the downstream tasks, including
3D bounding boxes [33, 72], 3D object centers [78, 84],
or 6DOF poses [2, 23]. State-of-the art 3D tracking mod-
els [7, 43, 83] have focused on well-established third-person
perspective benchmark datasets [5, 9, 25]. The recent large-
scale Ego4D dataset starts to address the problem of querying
the 3D positions of objects from a first-person perspective.
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Table 1. Comparisons of egocentric datasets that explore tracking-related problem. Existing egocentric datasets only explore the
tracking problem in 2D or predicting discrete 3D locations. Some mention the tracking problem in 3D but only consider limited sensor data
(RGB) or synthetic environments. Our benchmark dataset supports the study of instance tracking in 3D real-world scenarios (RWS in the
table) from egocentric videos.

Dataset Modality Device Avg. Length Annot. FPS RWS Camera Trajectory 3D Tracking Year

TREK-150 [17] RGB GoPro 10s 60 ✓ Natural ✗ 2021
EK-VISOR [11] RGB GoPro 12s 0.9 ✓ Natural ✗ 2022
Ego4D-VQ3D [27] RGB GoPro - - ✓ Natural ✗ 2022
EMQA [13] RGB-D+IMU - - - ✗ Simulated ✗ 2022
EgoPAT3D [40] RGB-D+IMU Kinect 4min 30 ✗ Object-Centric ✗ 2022
DigitalTwin [49] RGB-D+IMU Aria 2min - ✗ Natural ✓ 2022
EgoTrack [65] RGB GoPro 6min 5 ✓ Natural ✗ 2022

Ours RGB-D+IMU HoloLens >5min 6 ✓ Natural ✓ 2023

However, the raw sensor data in Ego4D only includes RGB
images and no other 3D information, such as depth and cam-
era poses [80, 81]. However, contemporary AR/VR headsets
come with additional cameras, depth, and IMU sensors that
allow for richer geometric reasoning [49, 67]. Therefore, we
believe it is realistic to leverage diverse sensor streams and
explore the egocentric tracking problem in 3D. Our bench-
mark dataset thus includes multiple raw sensors and derived
data streams to support the study tracking in 3D scenes with
modern hardware platforms.

Object instance detection and tracking is a long-
standing problem in computer vision and robotics [19, 26,
29, 61, 68]. Instead of predicting labels from a predefined
set of object categories, instance-level predictions treat every
object instance as a separate category. Instance-level track-
ing aims to locate given object instances in a sequence of
frames, commonly using a tracking-by-detection paradigm.
One common formulation is person re-identification [76, 82],
which aims to track and associate individual people as they
enter and leave multiple cameras’ fields of view. Our set-
ting is closely related but is dominated by the motion of
the (egocentric) camera rather than the dynamics of object
motion.

3. IT3DEgo: Protocol and Dataset

The problem of IT3DEgo is motivated by real-world as-
sistive agents running on AR/VR devices. Given an object
instance specified by the end user, developed models are
required to track it in the 3D environment, i.e., recording
its 3D location over time (cf. Fig. 2). In this section, we
introduce our benchmarking protocol and dataset.

3.1. Benchmarking Protocol

Because object instances of interest are naturally diverse
and may fall outside of the vocabulary of existing detectors,
we set up a benchmarking protocol that focuses on evalua-
tion without a separate training set. In other words, models
should be pretrained on other data sources and cannot see ob-
jects in our dataset. This aligns with the contemporary foun-

dation models (e.g., CLIP [54] and SAM [34]) pretrained on
open-world data.

Instances enrollment. We consider two distinct setups to
specify object instances of interest. The first is single-view
online enrollment (SVOE), similar to single object tracking
(SOT) where an object is specified on-the-fly by the end
users. For example, the user can specify an object of inter-
est by interacting or pointing to it, after which the system
should track it in the 3D world. The second is multi-view
pre-enrollment (MVPE), which defines (or pre-enrolls) con-
cerned objects with a set of object-centric images captured
from multiple angles. The two setups present different chal-
lenges. SVOE provides a bounding box of the object (similar
to specifying an object in SOT), but the visual quality is gen-
erally lower in resolution as the objects can be far from the
camera. MVPE provides 25 high-resolution (2124×2832)
object-centric images of the instances captured from differ-
ent angles. However, the object instance is captured under
different lighting conditions than the tracking environment,
and can be posed differently (e.g., keys can be deformed
over time).

Evaluation protocols. Following the literature on object
tracking and detection, we use the metrics below in our
benchmarking protocol.
• Precision and recall at different L2 distance thresholds.

Given N specific thresholds τi with i ∈ {1, 2, ..N}, specif-
ically 0.25, 0.5, 0.75, 1.0, and 1.5 meters, a ground-
truth object location ogt ∈ R3 and a predicted loca-
tion opred ∈ R3, we count a true positive (TPi) when
||ogt − opred||2 ≤ τi. At each timestamp, each ground-
truth is matched to the prediction with the smallest L2
distance below the threshold. Unmatched predictions and
ground-truth at threshold τi are counted as false positives
(FPi) and false negatives (FNi), respectively. TPi, FPi, and
FNi are computed over all object instances in every frame.
The precision and recall at threshold τi is computed as∑

TPi / (
∑

TPi +
∑

FPi) and
∑

TPi / (
∑

TPi +
∑

FNi),
respectively [55, 77].

• L2 and angular error. Following VQ3D in Ego4D [27],
we also compute the L2 distance between the ground-truth
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Figure 2. Illustration of input and output of our benchmark task. Given a raw RGB-D video sequence with camera poses and object
instances of interest, i.e., either by online enrollment (SVOE) or pre-enrollment (MVPE), the goal of our benchmark task is to output the
object instance 3D centers in a predefined world coordinate at each timestamp. Please check Section 3.1 for more details.

and predictions in the world coordinates in meters. We also
report the angular error in radians in the current camera co-
ordinate system. Unlike threshold-aware 3D precision and
recall, these metrics are computed only on frames where
both ground-truth and prediction of the object instance
location are available.
To make 3D annotation tractable, we only evaluate predic-

tions during time intervals when target objects are stationary
(i.e., not being handled by the camera wearer).

3.2. Dataset

Raw video collection. The raw IT3DEgo data was
recorded by three individuals in ten diverse indoor scenes,
e.g., kitchen, garage, office, labs, etc. The participants per-
form naturalistic tasks with different object instances in the
scene, e.g., cooking, repairing, writing, etc. The raw data
includes 50 recordings in total. Each recording contains five
or more object instances, each of which appears at three
different 3D locations on average. The average length of
each recording is 10K frames or >5min. We capture the
raw data with HoloLens2 (see Suppl.) which includes an
RGB camera, a depth sensor, and four grayscale cameras
with the resolution of 720×1280, 480×640, 512×512, re-
spectively. Raw sensors operate at different frequencies, we
sync all other sensors to the frequency of the RGB camera
(30 fps). We also provide a coarse resolution scene mesh of
each environment reconstructed by the Hololense OS. Ad-
ditional details of the video sequences are described in the
supplementary material.

Object instance collection. To support the SVOE setup,
annotators identify the first RGB frame where a given object
is fully visible and close enough to specify a 2D bounding
box which is at least 500 pixels in area. For MVPE, we
collected 25 high-resolution images of each object instance
using iPhone 13 Pro. Each object was placed on a rotary
table with QR codes. We took 12 photos of each object
evenly from 360◦ while keeping the camera at about 30◦

elevation, 12 more at 60◦ elevation and 1 top-down view.

We provide additional details and visualizations of object
instances in the supplementary material.

Annotations. Our dataset includes three types of manual
annotations: (1) Object instance 3D centers describe the 3D
positions of each object instance center in a world coordi-
nate frame. We annotate the 3D center by first averaging
3D points computed from camera poses and depth maps
of different views of the object instance. Annotators then
examine and adjust computed 3D points by visualizing them
together with the coarse mesh of the scene. (2) 2D bounding
box annotations are axis-aligned 2D bounding boxes of the
instance every five frames starting from the beginning of
the video. Specifically, we ask annotators to draw amodal
bounding boxes of each object instance. We do not annotate
the object instances with heavy occlusions (i.e., when less
than 25% of the object is visible). (3) Object motion state
annotations are a per-frame annotation of whether the object
is stationary or dynamic. For the data we collected, dynamic
implies the camera wearer is interacting with the object.

4. Methodology

4.1. Baseline: Re-purposed SOT Trackers

To approach the problem of IT3DEgo, we first explore
a simple unified pipeline as the baseline approach based
on single object tracking (SOT). It allows instance-level
2D tracking by providing the visual appearance of object
instances to track [3, 12, 75], which enables us to re-purpose
them for our benchmark task. In the unified pipeline, we first
compute the 2D trajectories of each object instance with SOT.
The final 3D trajectories are computed by lifting the center
of 2D bounding boxes with depth maps and camera poses.
Lastly, we adopt a simple memory mechanism that stores the
previous locations of each object instance to handle the case
where the instance moves out of sight, i.e., frames without
valid predictions.

Lifting 2D trajectories to 3D. With the 2D trajectory
predicted from SOT, each valid 2D detection is then lifted
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into 3D space with the equation: oi
t = TtzK

−1cit, where
cit is the 2D coordinate of the center of the bounding box of
instance i at timestamp t, oi

t is the 3D position of instance i
at timestamp t in world coordinate. z is the corresponding
depth value of cit on the depth map. Tt is the camera pose at
timestamp t that specifies the camera rotation and translation
w.r.t to a predefined world coordinate. K is the intrinsic
matrix. A frame may lack a valid 3D prediction because
either there is no 2D location from SOT (e.g., the object is
outside the field-of-view) or the depth map is missing the
depth value at cit.

Completing 3D trajectories with memory. Any given
frame may lack a valid 3D prediction, either because there is
no 2D location from SOT (e.g., the object is outside the field-
of-view) or the depth map has missing depth values at cit.
To address this we implement a simple memory mechanism
that stores only the most recent 3D location for each tracked
instance (memory size=1). We update the memory whenever
there is a new valid prediction. We note that this heuristic
is a good match for the prior that object locations change
only when they are being interacted with, in which case they
should also be visible to the camera.

4.2. Improved Baseline

We also explore the approach that leverages the recent
foundation model SAM [34] and state-of-the-art feature en-
coder DINOv2 [48] for IT3DEgo. Following a tracking-
by-detection pipeline, we first compute the per-frame 2D
detections of each object instance by comparing the cosine
similarity of DINOv2 encoded features between candidate
proposals from SAM and a visual feature template. Together
with the depth and camera pose information, we convert
the 2D detection of each object into a 3D point in a prede-
fined world coordinate. A simple memory with size 1 is also
adopted to handle the frames without valid predictions.

Exploring motion prior with Kalman filters. Currently,
the naive update mechanism, i.e., always updating the mem-
ory for all incoming predictions, does not exploit the tempo-
ral information in video sequences. Inspired by the Kalman
filter [50, 71, 72] that is widely adopted in the tracking litera-
ture, we simply model the stationary position of each object
instance as piecewise constant velocity motion, leveraging
the prior information that an object without being interacted
with has the same 3D coordinate. Mathematically, the mo-
tion update with Kalman filter in each stationary position:
x̂t+1 = x̂t +Kt(zt −Hx̂t), where x̂t is a 6DOF estimated
state vector including position and velocity at time step t, Kt

is the Kalman gain, zt is a 3DOF the measurement vector,
H is the observation matrix. Please refer to Kalman [31]
for more details. Moving from one stationary position to
the next one, we introduce an L2 distance heuristic to model
the period where objects are being interacted. Specifically,
we compute the L2 distance between incoming 3D positions

and the state predictions from the Kalman filter. If the L2
distance is above the threshold, we reset the Kalman filter
with the current 3D predictions as the initialization.

5. Experiments

In this section, we first describe the implementation de-
tails of benchmark results. Then, we show the quantitative
results of both setups and the visualizations of tracking re-
sults. Lastly, we demonstrate the importance of exploiting
camera pose for tracking in 3D and perform ablation studies
of the trackers. Note that we split our benchmark dataset
into validation and test sets. All experiments are conducted
on the validation set; the test set is used for future work.

Baseline SOT trackers. We choose top-ranked trackers
from well-established SOT literature and VOT challenges
with open-source code for both tracking setups. Specifically,
we benchmark three short-term trackers ToMP [44], Mix-
Former [8], and ARTrack [70]; and three top-performing
trackers from VOT long-term tracking challenges 2021 [35]
and 2022 [36], mixLT, mlpLT and VITKT_M. We also eval-
uate trackers that utilize additional depth information as part
of the input, including SAMF and MixForRGBD from VOT
RGB-D tracking challenge 2022 [36], and ViPT [85]. Lastly,
we benchmark the recent egocentric specific finetuned track-
ers, EgoSTARK [65]. Note that SOT trackers require initial
bounding boxes to track, which are not available in MVPE.
When re-purposing to MVPE setup, we explore two different
initializations: (1) detection-based initialization: use multi-
view pre-enrollment images to search for the initial bounding
boxes where object instances first appear in the video and
initialize SOT trackers with the predicted 2D boxes. (2)
template-based initialization: directly adopt multi-view pre-
enrollment images as visual templates in the tracker and set
the initial tracking search region to the entire frame.

Implementation details. The cosine similarity thresh-
old in the SAM+DINOv2 approach is 0.6, i.e., the object
is considered not visible if the cosine similarity is smaller
than the threshold. For a fair comparison, we add additional
2D prediction filtering when re-purposing SOT trackers. We
discard 2D predictions from SOT trackers whose predic-
tion scores are lower than 75% of the maximum prediction
score. When tracking with MVPE, we first preprocess the
captured multi-view images by segmenting and cropping
the foreground object using [39]. Many transformer-based
SOT trackers only encode a limited number of templates,
therefore, we choose 5 images from 0◦, 90◦, 180◦, 270◦ and
top-down for all models in MVPE experiments. We include
an ablation study exploring the relationship between tracking
results and the number of views used in the supplementary
material. To keep the comparison fair, all detection-based
trackers in MVPE use SAM+DINOv2 with the same cosine
thresholds to locate the initial bounding boxes. In terms
of benchmarking RGB-D trackers in MVPE, we utilize the
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Figure 3. Qualitative visualizations of tracking with SVOE in both 3D space (left) and projected 2D view (right). We visualize
three top-performing trackers from different categories, i.e., EgoSTARK, VITKT_M, and SAM+DINOv2. For projected 2D visualization,
we compare the projected 3D points of each model w.r.t to the ground-truth annotated 2D bounding boxes. In the 3D view, we show 3
concentric circles at each ground-truth position representing 0.25, 0.5 and 0.75 meter thresholds. In both 2D and 3D visualizations, we find
SAM+DINOv2 outperforms others as the predictions are closer to the center of object instances.

estimated sparse depth maps using COLMAP [60]. The
L2 distance threshold of resetting Kalman filters is 0.15m.
All experiments are implemented with PyTorch and run on
Nvidia 2080Ti GPUs.

5.1. Benchmark Results

Tracking with SVOE. From the results shown in Table 2,
we have the following salient insights: (1) Re-identifying
object instances is important. Trackers designed with strong
re-identify ability, i.e., long-term and egocentric specific
types, outperform short-term trackers. Similar findings are
shown in recent 2D egocentric tracking work [18, 65]. Sur-
prisingly, SAM+DINOv2, the non-learned approach which
does not exploit temporal information beyond the memory
heuristic, performs the best among all baselines. We believe
the exhaustive proposals on every frame and high quality
features provide the model strong, generic re-identification
ability. (2) Depth information is not fully leveraged. Cur-
rent RGB-D trackers show similar or slightly worse perfor-
mance compared to RGB-ST trackers (c.f. MixFormer and
MixforRGBD). The main reason is that RGB-D trackers
only encode depth maps as auxiliary visual features, which
cannot fully exploit the geometric information from depth
maps. Additionally, the depth maps are sparse and not al-
ways perfectly aligned with RGB images due to camera
distortions. (3) Simple Kalman filter brings marginal ben-
efits. The Kalman filter does not improve over the simple
“most recent” memory heuristic for stationary objects. The
naive filter is also not sufficient for modeling the switching
between stationary and dynamic motions needed to capture
user-object interactions.

Tracking with MVPE. We benchmark top-performing
trackers in each category in Table 2 for MVPE setup. From
the results shown in Table 3, we find: (1) SOT trackers can-
not fully exploit pre-enrollment information. SOT methods

rely on the initial position defined by 2D boxes on the frame
to perform well. Comparing detection-based initializations
and SVOE results, e.g., ARTrackD and ARTrack in Table 2,
the model performance drops since the initial boxes are not
as accurate as ground-truth initialization. VITKT_M adopts
many complicated modules that all rely on the initial bound-
ing boxes and degrades more significantly, compared to other
types of trackers. (2) Encoding rich visual information gener-
ally helps. From the results of template-based initializations,
VITKT_M for the same reason mentioned before, we find
trackers benefit from the high-resolution multi-view images.
SAM+DINOv2 shows a significant performance boost be-
cause it is more robust to inaccurate initialization without
relying on temporal information.

Qualitative results. Figure 3 shows predictions of
top-performing trackers from three different categories,
i.e., best tracker in long-term and egocentric specific, and
SAM+DINOv2. Clearly, SAM+DINOv2 predictions are
closer to the object center in both 3D and projected 2D
space.

5.2. Further Analysis and Ablation Study

We further compare tracking object instances in both 2D
and 3D settings, demonstrating tracking object instances is
much easier in 3D space. We also include an ablation study
regarding the cosine similarity thresholds. All studies shown
in this section are using SAM+DINOv2 unless otherwise
specified. More quantitative and qualitative results are shown
in the supplementary materials.

Tracking in 2D with 3D guidance. We experimentally
demonstrate the importance of leveraging 3D information in
egocentric instance tracking by comparing 2D tracking re-
sults w/ and w/o 3D guidance. With 3D guidance means the
2D tracking results are computed with predicted 3D trajecto-
ries as the guidance. For each object instance, the per-frame
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Table 2. Benchmark results of tracking with SVOE. From the results, we draw three salient conclusions: (1) The ability of re-identifying
object instances after they disappear is important, as long-term and egocentric specific trackers outperform short-term trackers, i.e., RGB-ST
and RGB-D. (2) Currently, encoding depth maps as auxiliary information cannot improve performance since depth maps are sparse and
not always perfectly aligned with RGB frames due to distortions. (3) The Kalman filter smoothing yields marginal improvements over the
simple memory heuristic. The method with KF subscript indicates it applies the Kalman filter.

Model Modality Precision(%)↑ Recall(%)↑ L2↓ Angle↓
0.25 0.5 0.75 1.0 1.5 0.25 0.5 0.75 1.0 1.5 (m) (rad)

ToMP RGB-ST 5.6 10.1 17.2 25.3 39.0 6.1 11.0 18.8 27.7 42.6 2.11 1.32
MixFormer RGB-ST 8.3 12.2 18.7 27.0 43.0 9.0 13.4 20.4 29.5 47.0 1.97 1.15
ARTrack RGB-ST 9.1 13.9 21.5 30.3 45.1 10.1 15.3 23.7 32.4 47.2 1.92 1.10

SAMF RGB-D 7.0 11.5 15.7 24.0 40.8 7.7 12.5 17.2 26.3 44.7 1.90 1.00
MixForRGBD RGB-D 7.5 12.1 16.8 25.3 41.0 8.3 13.4 20.1 28.5 45.0 2.11 1.32
ViPT RGB-D 8.9 13.6 20.6 28.1 41.4 9.7 14.9 22.5 30.7 45.3 2.02 1.21

mixLT RGB-LT 14.4 17.5 23.9 31.8 47.2 15.8 19.2 26.1 34.8 51.6 1.85 1.02
mlpLT RGB-LT 16.0 20.0 25.5 35.2 48.2 16.7 20.8 26.5 36.7 50.1 1.77 0.97
VITKT_M RGB-LT 21.5 24.2 29.7 37.5 50.6 23.0 25.9 31.8 40.2 54.2 1.55 0.83

EgoSTARK RGB-Ego 17.5 21.2 26.8 36.3 49.1 17.6 22.0 27.4 38.0 51.2 1.70 0.91

SAM + DINOv2 RGB 23.3 26.4 33.1 43.3 59.4 24.9 28.1 35.3 46.3 63.4 1.35 0.81
SAM + DINOv2KF RGB 23.7 27.1 33.9 44.5 61.2 25.5 29.0 36.8 48.0 64.9 1.32 0.79

Table 3. Benchmark results of tracking with MVPE. We evaluate top-performing trackers in each category in Table 2 for MVPE setup.
From the results, we have the following summaries: (1) SOT trackers cannot fully exploit pre-enrollment information. Detection-initialized
versions perform less well compared to SVOE due to the inaccurate estimated initial bounding boxes. VITKT_M, which uses many modules
that rely heavily on the initialization, degrades more significantly. (2) Encoding rich visual information generally helps. SAM+DINOv2
shows an even larger performance boost because it is more robust to the inaccurate initialization. The D and T superscripts indicate the
detection- and template-based initializations, respectively.

Model Modality Precision(%)↑ Recall(%)↑ L2↓ Angle↓
0.25 0.5 0.75 1.0 1.5 0.25 0.5 0.75 1.0 1.5 (m) (rad)

ARTrackD RGB-ST 6.8 12.1 18.5 25.8 41.0 7.1 12.3 18.8 26.8 42.1 1.98 1.16
ARTrackT RGB-ST 11.2 18.1 25.2 28.7 38.5 12.7 20.9 28.5 33.0 45.1 1.91 1.07

ViPTD RGB-D 6.3 11.7 17.9 24.9 40.2 6.9 11.8 17.9 25.9 41.0 2.01 1.21
ViPTT RGB-D 10.5 17.4 24.0 27.1 36.3 11.9 20.1 27.1 31.3 44.0 1.93 1.10

VITKT_MD RGB-LT 13.8 18.0 25.0 33.0 46.6 14.3 18.6 25.8 34.1 48.2 1.77 0.98
VITKT_MT RGB-LT 9.2 12.8 20.7 28.5 44.0 9.7 14.2 22.4 31.3 46.5 1.95 1.08

EgoSTARKD RGB-Ego 13.2 17.0 23.1 30.5 47.0 14.7 18.5 25.9 34.4 49.7 1.82 1.01
EgoSTARKT RGB-Ego 18.9 23.1 28.3 37.1 49.6 19.1 23.1 29.3 39.1 52.9 1.67 0.88

SAM + DINOv2 RGB 56.0 59.0 61.8 67.5 74.3 50.0 52.7 55.2 60.3 66.4 0.67 0.40
SAM + DINOv2 KF RGB 56.2 59.4 62.2 68.1 74.8 50.3 53.1 55.7 61.1 67.1 0.65 0.39

Table 4. Quantitative comparisons of 2D tracking results w/
and w/o 3D guidance. With 3D guidance means the 2D results are
computed by finding the bounding box proposal with the smallest
L2 distance from projected 3D trajectories. Without 3D guidance
means proposals are selected purely based on the visual feature
cosine similarity. Please refer to Section 5.2 for more details. From
the results, we find the tracking results are significantly improved
with the 3D guidance, indicating that tracking in 3D in egocentric
videos is much easier than in 2D by leveraging camera pose and
depth sensors.

3D Guid. AUC(%)↑ N. Prec.(%)↑ Prec.(%)↑

SVOE ✗ 20.7 14.9 8.9
✓ 27.6 21.7 11.5

MVPE ✗ 14.1 7.4 3.0
✓ 39.1 35.2 18.7

2D detection results are computed by selecting the (above
threshold) proposal with the smallest L2 distance between
projected 3D points and the center of bounding boxes pro-
posals. Without 3D guidance means the 2D tracking results
are produced by selecting the proposal with the highest co-
sine feature similarity. To keep a fair comparison, the cosine
similarity threshold is the same when computing the 3D and
2D trajectories. We evaluate the 2D tracking performance
using widely adopted precision, normalized precision met-
rics and AUC in SOT literature [74]. As shown in Table 4,
the model with 3D guidance performs significantly better in
both SVOE and MVPE, demonstrating that leveraging the
3D information, such as camera pose and depth map, makes
the tracking problem much easier.

Performance w.r.t cosine similarity thresholds. Feature
cosine similarity threshold is adopted to determine whether
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Figure 4. Performance comparisons of SAM+DINOv2 with different cosine thresholds. By increasing the threshold, we find the model
performance first improves and then gradually decreases. Intuitively, increasing the threshold will initially filter noisy predictions but when
the threshold is too large the model will miss correct object 3D location updates.

the object instance is present in the current frame, which is
crucial for the memory updating mechanism. To characterize
the relationship between tracking performance and cosine
similarity thresholds, we run the experiment with different
cosine similarity thresholds but keep everything else the
same. As shown in Figure 4, both models show improved
performance at first and then a gradual decrease. Higher
cosine thresholds result in fewer predictions so the model
must increasingly rely on previous confident predictions
stored in the memory. Models with large cosine similarity
thresholds have a higher chance of missing valid location
updates, which leads to a drop in both precision and recall.

6. Discussion

Limitations and future work. We point out that the
current benchmark dataset has limited geographic and demo-
graphic diversity and captures only a small range of objects
and activities. As such it is not appropriate for training
large models and only serves as a diagnostic test to iden-
tify some limitations of existing approaches. Our hope is
that it serves as a starting point for the research community
to explore and eventually grow into a more comprehensive
challenge. Currently, the studied baseline approaches follow
the same paradigm, i.e., lifting predicted 2D trajectories into
3D space. We found empirically that the simplest memory
mechanism performed best but it seems very likely there
are more nuanced state-update models which can integrate
multiple observations effectively.

Finally, we highlight two opportunities for future work.
First, advanced models to detect object 3D motion changes.
Our experiments demonstrate that tracking in 3D world coor-
dinates effectively narrows the problem to that of accurately
predicting the object motion status, i.e., finding all station-
ary periods for each object instance. However, accurately
predicting object state changes is still a non-trivial problem
to solve. Second, better utilization of object instance in-
formation. Currently, the object instances enrollments, i.e.,
SVOE and MVPE are naively encoded as visual features.
Future work should explore the approaches of fusing the
additional scene 3D information with object instances for
better tracking performance.

Broader impact. We believe the broader impact of our
work is two-fold. First, we hope our benchmark brings
more attention to the problem of tracking object instances in
3D from the egocentric perspective and contributes towards
building future task-aware assistive agents. Second, our
multi-modal benchmark dataset is beneficial to the study
of other 3D scene understanding related problems from the
egocentric perspective, such as SLAM, camera localization,
3D reconstruction, and depth estimation.

Potential negative impacts. Tracking in 3D from ego-
centric videos requires the geometric data of surrounding
environments and the sensor streams that continuously cap-
ture their workplace or daily lives. There are obvious privacy
concerns when deploying such hardware and algorithms.
Similar to other apps running on personal devices, the sim-
ple solution is to keep all user data locally or (in the context
of research) develop techniques for anonymizing video [66].

7. Conclusion

We introduce a new IT3DEgo benchmark that allows us
to study the problem of tracking object instances in 3D from
egocentric videos. The object instances to be tracked are
either determined in advance or enrolled online during user
interactions with the environment. To support the study,
we collect and annotate a new dataset that features RGB-D
videos and per-frame camera poses, along with instance-
level annotations in both 2D camera and 3D world coordinate
frames. We re-purpose and evaluate state-of-the-art single
object trackers and develop a strong baseline using large
pretrained recognition models and Kalman filtering. We
hope our benchmark brings more attention to this challenge
and contributes to the development of perceptually-aware
assistive agents.
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[29] Tomáš Hodaň, Vibhav Vineet, Ran Gal, Emanuel Shalev,
Jon Hanzelka, Treb Connell, Pedro Urbina, Sudipta N Sinha,
and Brian Guenter. Photorealistic image synthesis for object
instance detection. In 2019 IEEE international conference on
image processing (ICIP), pages 66–70. IEEE, 2019. 3

[30] Hao Jiang and Kristen Grauman. Seeing invisible poses:
Estimating 3d body pose from egocentric video. In 2017
IEEE Conference on Computer Vision and Pattern Recogni-
tion (CVPR), pages 3501–3509. IEEE, 2017. 2

[31] Rudolph Emil Kalman. A new approach to linear filtering
and prediction problems. 1960. 2, 5

[32] Evangelos Kazakos, Arsha Nagrani, Andrew Zisserman, and
Dima Damen. Epic-fusion: Audio-visual temporal binding
for egocentric action recognition. In Proceedings of the
IEEE/CVF International Conference on Computer Vision,
pages 5492–5501, 2019. 2

[33] Aleksandr Kim, Aljoša Ošep, and Laura Leal-Taixé. Eager-
mot: 3d multi-object tracking via sensor fusion. In 2021
IEEE International Conference on Robotics and Automation
(ICRA), pages 11315–11321. IEEE, 2021. 2

[34] Alexander Kirillov, Eric Mintun, Nikhila Ravi, Hanzi Mao,
Chloe Rolland, Laura Gustafson, Tete Xiao, Spencer White-
head, Alexander C Berg, Wan-Yen Lo, et al. Segment any-
thing. arXiv preprint arXiv:2304.02643, 2023. 2, 3, 5

[35] Matej Kristan, JirıMatas, Aleš Leonardis, Michael Felsberg,
Roman Pflugfelder, Joni-Kristian Kamarainen, Hyung Jin
Chang, Martin Danelljan, Luka Čehovin Zajc, Alan Lukežič,
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Appendices
Outline

This document supplements the main paper with additional
details of the benchmark dataset, more experimental results,
dataset documents, and visualizations. Below is the outline
of this document.
• Section A. Additional details of the benchmark dataset,

including the capture procedure of raw videos and object
instances, and the annotation steps.

• Section B. We conduct extensive studies and analyses on
the improved baseline approach, SAM+DINOv2.

• Section C. Dataset documentation and intended uses.
• Section D. Visualizations of 2D frames from raw video

sequences and 3D meshes of the capture environments.

A. Additional Dataset Details
We present additional details of the datasets, such as

collection details and annotations, to help others better un-
derstand and utilize the benchmark dataset. Note that the
data collection protocol was registered with the appropriate
institutional review board (IRB).

Raw video collections. We capture the raw data using
HoloLens2 that includes 1 RGB camera, 4 grayscale cam-
eras, and 1 depth sensor operating in 2 different modes,
shown in Figure 5. Considering the downstream application
scenarios of our benchmark task, we choose to capture our
benchmark dataset in 10 different indoor scenes. To capture
the real-time geometry information, we capture all videos
with high fps AHAT depth mode in HoloLens2 [67]. Note
that AHAT depth maps come with phase wrapping [28] at 1
meter but they can be unwrapped using rendered depth from
mesh or exploring existing unwrapping algorithms [15, 16].
Before capturing in a new environment, we have a warm-up
phase to make the device familiar with the surrounding en-
vironment in order to output accurate camera poses when
capturing the video. In the warm-up phase, we walk around
in the environment with the HoloLens2 turned on and make
sure the device has seen all visible surfaces. In practice, we
spend around 20 minutes for the warm-up phase when we
move to a new environment and around 5 minutes every time
before we capture the new video.

Object instance collections. The entire videos come with
220 unique object instances, which cover a wide range of
object instances for naturalistic daily tasks, such as cooking,
writing, and repairing. For each instance, we take 25 high-
resolution images on a rotary table with the QR code (c.f.
Figure 6 for visual examples). Specifically, the photos are
taken by hand-held iPhone 13 Pro approximately 45 cm away
from the object center. As illustrated in Figure 7, we took 12
photos of each object evenly from 360◦ while keeping the
camera at about 30◦ elevation, 12 more at 60◦ elevation and

Figure 5. Illustration of our benchmark dataset. It is collected
with HoloLens2 which captures RGB, depth, and four grayscale
side views at 30 fps. Additionally, the device also captures per-
frame camera poses allowing coarse reconstruction of the surround-
ings.

1 top-down view. We zoom in 2.5 times for objects whose
diameter is lower than 20 cm to ensure the object instance
is large enough in the image and use the normal scale (no
zoom) for the rest of the case.

Annotations. There are three types of manual annota-
tions along with our benchmark dataset. First, the 3D center
of each object instance. The annotator is first asked to draw
boxes on depth maps from ≥5 diverse views if possible.
Each 2D bounding box is lifted to the 3D space with camera
poses. The 3D centers of each object instance in a stationary
period are averaged to get the initial estimation. The annota-
tors then examine the adjust the annotated 3D points based
on the RGB frames from the video sequence and captured
mesh. Second, the 2D axis-align bounding boxes of each
object instance every five frames starting from the begin-
ning of the video. Specifically, we ask the annotators to go
through the entire video first. We provide one video frame
with a 2D bounding box to specify each object instance to
the annotators. We ask annotators to draw amodal bounding
boxes of each object instance and do not annotate the object
instances with heavy occlusions (i.e., when less than 25%
of the object is visible). The last type of annotation is the
object motion state. The object is annotated as stationary
only when the hands are no longer in contact with the object.
All annotations are first labeled by a group of annotators
and checked by other independent annotators to ensure the
quality.

B. Additional Ablation study

This section supplements the results in the main paper
with the following 4 experiments. We analyze the perfor-
mance change w.r.t the number of views used in MVPE,
memory update mechanism, feature encoder, and proposal
generator of the improved baseline, i.e., SAM+DINOv2.
All experiments use online enrollment (SVOE) except the
number of views study.
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Figure 6. Visualization of raw and preprocessed multi-view images. Raw images represent the images directly output from the capture
device, i.e., iPhone 13 Pro. We process raw images with segmentation and cropping before feeding them into the models. For more
implementation details, please check Section 5 in the main paper.

Figure 7. Illustration of our multi-view capture setup. The left
panel shows our camera positions when taking 25 images to support
the pre-enrollment study. Specifically, we take 12 object-centric
photos evenly from 360◦ while keeping the camera 30◦ elevation.
Another 12 images are taken in a similar fashion while keeping
the camera 60◦ elevation. Lastly, we take one top-down view. An
example of the top-down view with the QR code is shown on the
right.

Performance w.r.t number of views. Due to the archi-
tecture design of many transformer-based trackers, we only
use 5 views in the benchmark experiment. In this section, we
further study the relationship between the number of views
and the tracking performance. Specifically, we compare
the performance of SAM+DINOv2 with 1, 2, 5, 10, 15, 25
images while keeping all other parameters the same. As

Figure 8. Performance w.r.t number views in MVPE. We run
SAM+DINOv2 with different numbers of views while keeping
everything else the same for a fair comparison. We find the per-
formance saturates after using 5 views. This suggests that simply
encode and average features benefit from a higher number of views
(i.e., number of views from 1 to 5) but still cannot fully exploit the
visual information from different views (i.e., after using 5 views).

shown in Figure 8, the performance improves from 1 view
to 5 views but quickly saturates after using 5 views. This
suggests that naively encode and average features benefit
from a higher number of views but still cannot fully exploit
the visual information from different views.

Performance improvement with visible update only.
From the results shown in Table 2 and Table 3 in the main pa-
per, we find identifying high quality predictions and updating
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Figure 9. Performance improvement by updating on visible
only frames. We control the memory update of SAM+DINOv2
by updating the memory only when the object instance is visible.
We find the performance is significantly improved, indicating one
of the major challenges of the baseline is to correctly update the
memory with high quality predictions.

Table 5. Quantitative comparisons of different proposal gen-
erators. We compare the performance of SAM+DINOv2 and
YOLOv7+DINOv2. To keep the comparison fair, the only differ-
ences between these models are the proposal generators. From the
results, we find adopting YOLOv7 makes the performance slightly
worse. The proposal quality from YOLOv7 is lower but runs faster.

Proposals Precision(%)↑ Recall(%)↑ L2↓
0.25 0.75 1.5 0.25 0.75 1.5 (m)

YOLOv7 20.3 28.1 50.2 21.5 30.7 53.9 1.72
SAM 23.3 33.1 59.4 24.9 35.3 63.4 1.35

the memory is the main challenge in the proposed baseline
pipeline. To further validate this idea, we control the update
of memory in SAM+DINOv2 model by only updating on
the visible frames. We extract the visible information from
the 2D annotations. In other words, the memory for each
instance is only updated on the frame where the 2D bound-
ing box is annotated. As shown in Figure 9, updating the
memory only when object instances are visible significantly
improves the performance. Although the update timing is
correct, errors from 2D predictions, depth maps and camera
poses prevent the model from improving further.

Performance w.r.t different feature encoders. The top-
performing baseline, i.e., SAM+DINOv2 adopts DINOv2
as the pretrained feature encoder. To further explore the
performance w.r.t different large-scale feature encoders, we
experiment with another state-of-the-art feature encoder, i.e.,
DINO [6]. We plot the results using DINO and DINOv2
at different cosine thresholds in Figure 10. From the re-
sults, we find: (1) Stronger encoder improves the perfor-
mance. The best performance of SAM+DINOv2 is stronger
than SAM+DINO where both models have the peak perfor-
mance when the cosine threshold equals 0.6. (2) Similar
performance trend w.r.t cosine similarity changes. The per-
formance of both models first improves and then gradually
decreases when increasing the cosine threshold from 0.3 to
0.8.

Comparisons of different proposal generators. Cur-
rently, the improved baseline utilizes SAM as the proposal

generator. In this part, we replace SAM with the proposals
from YOLOv7, i.e., the output before the final classifica-
tion layer. The results are shown in Table 5. Although the
performance of YOLOv7+DINOv2 is lower compared to
SAM+DINOv2, which is not surprising. The proposal qual-
ity from YOLOv7 is lower but runs faster. However, the
current baseline approaches are not able to run in real time
due to the following encoding and lifting steps. One promis-
ing direction for future work is to improve the speed of the
tracking models.

C. Datasheet
We follow the datasheet proposed in [24] for documenting

our benchmark dataset.

Motivation

For what purpose was the dataset created?
This dataset was created to study the problem of instance
tracking in 3D from egocentric videos. We find current
egocentric sensor data from AR/VR devices cannot support
the study of our benchmark problem.

Composition

What do the instances that comprise the dataset represent?
Raw egocentric video sequences, object enrollments for each
object instance, and annotation files.
How many instances are there in total?
There are 50 video sequences with an average length of over
10K frames, 220 unique object instances with two types of
enrollment information, and three types of annotations.
Does the dataset contain all possible instances or is it a
sample (not necessarily random) of instances from a larger
set?
Yes.
What data does each instance consist of?
Please check Section 3.2 in the main paper for details.
Is there a label or target associated with each instance?
Yes. Please check Section 3.2 in the main paper for details.
Is any information missing from individual instances?
No.
Are relationships between individual instances made ex-
plicit?
Videos captured in the same scene share a similar surround-
ing environment but different activities. Object instances
are related to the task performed in the video. No explicit
relationships between different object instances in the same
video.
Are there recommended data splits?
Yes. The entire benchmark dataset focuses on evaluation
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Figure 10. Performance comparisons of different encoders at various cosine thresholds. From the results, we find: (1) Stronger
encoder improve the performance. The best performance of SAM+DINOv2 is stronger than SAM+DINO where both models have the peak
performance when the cosine threshold equals 0.6. (2) Similar performance trend w.r.t cosine similarity changes. The performance of both
models first improves and then gradually decreases when increasing the cosine threshold from 0.3 to 0.8.

only. Models should be pretrained on other data sources.
Please check Section 3.1 in the main paper for details.
Are there any errors, sources of noise, or redundancies in the
dataset?
Yes. There are noises in camera poses and depth maps. The
source of camera pose noise is from the camera localization
from HoloLens2, especially under large head motion. The
depth map noises are from phase wrapping. But this noise
can be easily recovered with rendered depth using mesh or
exploring existing unwrapping algorithms.
Is the dataset self-contained, or does it link to or other-
wise rely on external resources (e.g., websites, tweets, other
datasets)?
Yes. The dataset is self-contained.
Does the dataset contain data that might be considered confi-
dential (e.g., data that is protected by legal privilege or by
doctor-patient confidentiality, data that includes the content
of individuals’ non-public communications)?
No.
Does the dataset contain data that, if viewed directly, might
be offensive, insulting, threatening, or might otherwise cause
anxiety?
No.
Does the dataset identify any subpopulations (e.g., by age,
gender)?
No.
Is it possible to identify individuals (i.e., one or more natural
persons), either directly or indirectly (i.e., in combination
with other data) from the dataset?
No. We have carefully examined the data and ensure no
personally identifiable information is included.
Does the dataset contain data that might be considered sensi-
tive in any way (e.g., data that reveals racial or ethnic origins,
sexual orientations, religious beliefs, political opinions or
union memberships, or locations; financial or health data;
biometric or genetic data; forms of government identifica-
tion, such as social security numbers; criminal history)?
No..
Any other comments?
N/A

Collection Process

How was the data associated with each instance acquired?
The raw video sequences are collected with HoloLens2. The
pre-enrollment information is captured with the iPhone 13
Pro. The rest data, i.e, annotations and online enrollment
information, are acquired from human annotators.
What mechanisms or procedures were used to collect the data
(e.g., hardware apparatus or sensor, manual human curation,
software program, software API)?
The dataset is collected with open-source hl2ss [1] using
HoloLens2. The pre-enrollment images are captured with
the iPhone 13 Pro. For more details please check Section 3.1
in the paper.
If the dataset is a sample from a larger set, what was the sam-
pling strategy (e.g., deterministic, probabilistic with specific
sampling probabilities)?
N/A
Does the dataset relate to people?
Yes. The dataset includes video sequences of the first-person
view of individuals performing the daily activity.
Were any ethical review processes conducted (e.g., by an
institutional review board)?
Yes. Data collection protocol was registered with the appro-
priate institutional review board (IRB).
Did you collect the data from the individuals in question
directly, or obtain it via third parties or other sources (e.g.,
websites)?
The raw video sequences are collected when the camera
wearer performs the daily task.
Were the individuals in question notified about the data col-
lection?
Yes.
Did the individuals in question consent to the collection and
use of their data?
Yes.
If consent was obtained, were the consenting individuals
provided with a mechanism to revoke their consent in the
future or for certain uses?
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No.
Has an analysis of the potential impact of the dataset and its
use on data subjects (e.g., a data protection impact analysis)
been conducted?
No. All annotations are on objective world states with no
subjective opinions or arguments involved.
Any other comments?
N/A

Preprocessing/Cleaning/Labeling

Was any preprocessing/cleaning/labeling of the data done
(e.g., discretization or bucketing, tokenization, part-of-
speech tagging, SIFT feature extraction, removal of in-
stances, processing of missing values)?
No.
Was the "raw" data saved in addition to the prepro-
cessed/cleaned/labeled data (e.g., to support unanticipated
future uses)?
Yes. We will provide both the raw data and annotations.
Is the software used to preprocess/clean/label the instances
available?
No.
Any other comments?
N/A

Uses

Has the dataset been used for any tasks already?
No.
What (other) tasks could the dataset be used for?
Our benchmark dataset also supports the study of other 3D
scene understanding problems from egocentric videos, such
as SLAM, depth estimation, and camera localization.
Is there anything about the composition of the dataset or the
way it was collected and preprocessed/cleaned/labeled that
might impact future uses?
No.
Are there tasks for which the dataset should not be used?
The usage of this dataset should be limited to the scope of
instance tracking in 3D and geometric scene understanding
from egocentric videos.
Any other comments?
N/A

Distribution

Will the dataset be distributed to third parties outside of the
entity (e.g., company, institution, organization) on behalf of
which the dataset was created?

Yes. The dataset will be made publicly available and third
parties are allowed to distribute the dataset.
How will the dataset will be distributed (e.g., tarball on
website, API, GitHub)?
The dataset will be publicly available on both Github repo
and the website and stored on the cloud store, e.g., Google
drive or Amazon S3.
When will the dataset be distributed?
The full dataset will be released to the public upon accep-
tance of this paper.
Will the dataset be distributed under a copyright or other
intellectual property (IP) license, and/or under applicable
terms of use (ToU)?
We release our benchmark dataset and code under MIT li-
cense.
Have any third parties imposed IP-based or other restrictions
on the data associated with the instances?
No.
Do any export controls or other regulatory restrictions apply
to the dataset or to individual instances?
No.
Any other comments?
N/A

Maintenance

Is there an erratum?
No. When errors are confirmed, we will announce erratum
on the platform where dataset is publicly hosted, i.e., either
the Github repo or the website.
Will the dataset be updated (e.g., to correct labeling errors,
add new instances, delete instances’)?
Yes. We hope to bring more diversity to the dataset, such as
more object instance and scenes.
If the dataset relates to people, are there applicable limits on
the retention of the data associated with the instances (e.g.,
were individuals in question told that their data would be
retained for a fixed period of time and then deleted)?
No.
Will older versions of the dataset continue to be sup-
ported/hosted/maintained?
Yes. All versions of the dataset will be publicly available.
If others want to extend/augment/build on/contribute to the
dataset, is there a mechanism for them to do so?
Please email us if you are interested in extending or con-
tributing to the dataset.
Any other comments?
N/A

D. Additional Visualizations
We include additional 2D and 3D visualizations of our

benchmark dataset in Figure 11.
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Figure 11. 2D visualizations of frames from raw video sequences (upper panel) and 3D visualizations of the capture environments
(lower panel). The benchmark videos record camera wearers perform naturalistic tasks in real-world scenarios, such as cooking and
repairing. Please refer to Figure 5 for the layout of each sensor on the HoloLens2.
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